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Abstract

In recent years, discriminative correlation filters based trackers have shown dominant results for visual object tracking. Combining the online learning efficiency of the correlation filters with the discriminative power of CNN features has aroused great attention. In this paper, we derive a continuous convolution operator based tracker which fully exploits the discriminative power in the CNN feature representations. In our work, we normalize each individual feature extracted from different layers of the deep pretrained CNN first, and after that, the weighted convolution responses from each feature block are summed to produce the final confidence score. By this weighted sum operation, the empirical evaluations demonstrate clear improvements by our proposed tracker based on the Efficient Convolution Operators Tracker (ECO). On the other hand, we find the 10-layers design is optimal for continuous scale estimation, which contribute most to the performance. Finally, our tracker ranks top among the state-of-the-art trackers on VOT2016 dataset and outperforms the ECO tracker on VOT2017 dataset.

1. Introduction

Visual object tracking has several applications such as robotic services, traffic control, surveillance, human-computer interactions and so on. Even though significant progress has been made in this research area, tracking is still a challenging problem due to fast motions, occlusions, deformations, and illumination variations.

In recent years, the progress in deep learning spreads to tracking field remarkably. In the meantime, discriminant correlation filters (DCF) based trackers [8, 14, 17, 18] achieve the desired effect between accuracy and speed by solving a ridge regression problem efficiently in Fourier frequency domain. Combining the correlation filters with CNN features has been done in several works [11, 16, 27, 23], which have shown that pretrained deep CNNs and adaptive CFs are complementary and achieved state-of-the-art results on many object tracking benchmarks [28, 20, 21].

The recent advancement in DCF based tracking performance is driven by the use of color information [14], robust scale estimation [10], reducing boundary effects [12], non-linear kernel [18] and multi-dimensional features [13, 7]. Different features would capture different channels of target information and result in a better performance. Nevertheless, learning deep convolutional features for correlation filters based trackers is still not completely explored.

The tracker proposed in this paper is built upon a correlation filters based tracker popularly known as the Efficient Convolution Operators Tracker (ECO) [7], an improved version of the tracker C-COT [13]. C-COT has achieved impressive results on the visual tracking benchmark [28, 20, 19] and ranked first in the VOT 2016 challenge [19]. On the other hand, ECO has addressed the problems of computational complexity and over-fitting in the C-COT framework, with the aim of simultaneously improving
both speed and performance.
Our main contributions are three folds and summarized as follows:

- We exploit the great power in the CNN feature representations and revise the feature extraction for ECO tracker, which takes advantages of the multi-resolution deep feature maps without any hand-crafted features such as HOG [6] and Color Names [9].
- We propose the sum operation of the weighted convolution responses from each feature block. In our work, we normalize each individual feature extracted from different layers of the deep pretrained CNN first, after that, the weighted convolution responses from each feature block are summed to produce the final confidence score. Based on the feature normalization and the weighted sum operation, the Expected Average Overlap (EAO) [5] would be improved compared to the original ECO [7] tracker.
- We find the 10-layers design is optimal for continuous scale estimation, which is developed to determine the scale of target object and improves the baseline by 2%.

Finally, our tracker achieved a very appealing performance both in accuracy and robustness against the state-of-the-art trackers on VOT2016 dataset [19] and outperforms the ECO [7] tracker on VOT2017.

2. Related Work

For visual object tracking, correlation filters based methods have shown dominant and impressive results on many object tracking benchmarks [28, 19, 20, 21]. Discriminative Correlation Filters (DCF) is one of the CF frameworks that has achieved state-of-art results in Visual Object Tracking Challenge (VOT). Generally, it uses cyclic shifted samples [18] to train the correlation filters to discriminate between the target and background appearance.

Bolme et al. [4] proposed the MOSSE tracker, which used the grey-scale image to extract single channel feature with high speed. Later, Henriques et al. [18] utilized the kernelized correlation filter (KCF) by introducing the kernel trick into ridge regression [24]. KCF et al. [18] could solve for the filter taps very efficiently by utilizing the circulant structure of the underlying kernel matrix. Since then, using correlation filters for tracking has attracted more attention in visual object tracking. Due to the great power in the CNN feature representations, Martin et al. [13, 7] utilized deep convolutional features to learn more discriminative information.


2.1. Based Framework

A theoretical framework for learning continuous convolution operators is proposed in C-COT [13]. They introduce an implicit interpolation model of the training samples. Each sample \( x_j \) contains \( D \) feature channels \( x_j^1, x_j^2, ..., x_j^D \), extracted from the same image patch. In the formulation, let \( N_d \) denote the number of spatial samples in \( x_j^d \), which indexed by the feature channel variable \( d \in \{0, 1, 2,...\} \). The feature channel \( x_j^d \in \mathbb{R}^{N_d} \) is viewed as a function \( x_j^d[n] \) indexed by the discrete spatial variable \( n \in \{0, ..., N_d - 1 \} \). The spatial support of the feature map is assumed to be the continuous interval \( [0, T) \subset \mathbb{R} \). The interpolation operator \( J_d \) is constructed as:

\[
J_d \{ x^d \}(t) = \sum_{n=0}^{N_d-1} x^d[n] b_d \left( t - \frac{T}{N_d} n \right),
\]

where \( b_d \in L^2(T) \), the Hilbert space, represents the interpolation function. As discussed, the confidences are defined on a continuous spatial domain. Therefore, the convolution operator maps a sample \( x \in \chi \) to \( s(t) = S_f \{ x \}(t) \), \( t \in [0, T) \) denotes the location in the image. In the continuous formulation, a set of convolution filters \( f = (f^1, ..., f^D) \in L^2(T)^D \) is estimated to construct the convolution operator. The convolution operator is given by:

\[
S_f \{ x \} = \sum_{d=1}^{D} f^d \ast J_d \{ x^d \}, x \in \chi.
\]

Here, \( \ast \) is the circular convolution operation : \( L^2(T) \times L^2(T) \rightarrow L^2(T) \). The interpolated sample \( J_d \{ x^d \}(t) \) is convolved with its corresponding filter. Then, the convolution responses from all filters are summed to produce the final confidence function \( S_f \{ x \} \).

In the continuous learning framework, each training sample \( x_j \in \chi \) is labeled by confidence functions \( y_j \in L^2(T) \), the desired output of the convolution operator \( S_f \{ x_j \} \). Therefore, the correlation filter cost function is the proposed formulation:

\[
E(f) = \sum_{j=1}^{m} \alpha_j \| S_f(x_j) - y_j \|^2 + \sum_{d=1}^{D} \| w f^d \|^2.\]

In the above relation, \( \alpha_j \) represents the importance of each training sample, and the penalty function \( w \in L^2(T) \) is a spatial regularization term. Note that \( \| w f^d \| < \infty \) is
required because \( w \) has many non-zero Fourier coefficients \( \hat{w}[k] \). By minimizing the function Eq.(3), the procedure is derived to train the continuous filters \( f = (f^1, ..., f^D) \in L^2(T)^D \).

In the object tracking framework, the minimization of the functional is equivalent to solving the least squares problem, using the Conjugate Gradient method iteratively.

3. Method

In this section, we first present the integration of CNN features used in this tracker, which help our tracker become lightweight but efficient. Then we discuss weighted sum operation and model update strategy. Finally, we introduce our scale adaptation scheme, which contributes most to the performance.

3.1. Integration of Convolutional Features

Hand-crafted features such as HOG [6] and CN [9] have been used to represent the outline information of the object and color information, which gain excellent performance in visual tracking in the recent years. Due to the advances of CNN, the quality of image recognition and object detection has been progressing at a dramatic pace. CNN features have been proved to be efficient and robust in visual tracking. Therefore, we use popular VGG-M [26] network pretrained on the ILSVRC [1] dataset to extract multi-resolution convolutional features. Our model well incorporates both the deep but highly semantic features and the shallow but high-resolution features of the image. We ignore the fully-connected layers that contain little spatial resolution, i.e., \( 1 \times 1 \), which are not efficient to locate the target.

![Image of feature maps](image)

Figure 2: The visualization of the grey-scale feature maps extracted from different convolutional layers of the employed network. The RGB image denotes the input, after being resized with certain proportion.

We visualize the grey-scale feature maps of the first five convolutional layers. As shown in Figure 2, the first convolutional layer has much information about the outline of the object, while the last convolutional layer is efficient to discriminate the targets from the complicated background. When merging the features extracted from different layers of CNN, one must be careful to normalize each individual feature to make the combined features work well. As the larger features dominate the smaller ones, simply concatenating features may lead to poor performance. At this point, the weighted convolution responses from each layer are summed to produce the final confidence score. Finally, we choose the conv1 layer and the conv5 layer as the multi-resolution deep feature maps without any handcrafted features.

3.2. Weighted Sum Operation

As mentioned in Section 3.1, the spatial size of the convolutional features extracted from the VGG-M network are respectively \( 109 \times 109, 26 \times 26, 13 \times 13, 13 \times 13, 13 \times 13 \), while the input RGB image is \( 224 \times 224 \) after the necessary preprocessing steps. The size of conv5 feature map is \( 13 \times 13 \), whose area is approximately 0.12 as that of the conv1 layer. There is supposed to be some information loss when we simply regard the conv5 feature map is as important as that of the conv1. Therefore, we assign larger weight to the feature map of the conv5 layer.

The convolution responses from all filters are summed to produce the final confidence function,

\[
S_f(x) = w_1 \sum_{a=1}^{D_{conv1}} f^a * J_a \{x^a\} + w_2 \sum_{b=1}^{D_{conv5}} f^b * J_b \{x^b\}, \quad (4)
\]

Here, the feature maps of the conv1 layer and the conv5 layer are first interpolated using Eq. 1, as presented in Section 2.1 and then convolved with its corresponding filter. Note that \( D_{conv1} \) and \( D_{conv5} \) represent the dimensionality of the convolutional features extracted from the employed network. \( w_1 \) and \( w_2 \), the coefficients of each convolutional layer, denote the significance of each convolutional layer.

Based on Eq. 4, the sum of the weighted convolution responses from each feature block can be obtained to decide the final location of the target. Similar to the C-COT [13] method, the final confidence score is defined on a continuous spatial domain and the convolution operator maps a sample \( x \in \chi \) to \( s(t) = S_f \{x\} \{t\} \). Here, \( t \in [0, T) \) denotes the location in the image. By applying Eq. 1 and Eq. 4, we obtain

\[
E(f) = \sum_{j=1}^{m} \alpha_j \left[ \sum_{a=1}^{D_{conv1}} f^a * J_a \{x^a_j\} \right] + \sum_{b=1}^{D_{conv5}} f^b * J_b \{x^b_j\} - y_j \right\|^2 + \sum_{d=1}^{D} \left\| w^d f^d \right\|^2.
\]

Hence, \( w_1 \) and \( w_2 \) are applied to the original loss, as expressed in Eq. 5. \( \alpha_j \) represents the importance of each training sample and the penalty function \( w \in L^2(T) \) is
a spatial regularization term. Note that \( D = D_{\text{conv1}} + D_{\text{conv5}} \). By minimizing the functional Eq. 5, the model update procedure is derived to train the continuous filters \( f = (f^1, ..., f^D) \in L^2 (T)^D \).

### 3.3. Model Update Strategy

<table>
<thead>
<tr>
<th>Ns</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAO</td>
<td>0.271</td>
<td>0.303</td>
<td>0.275</td>
<td>0.281</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Formula</th>
<th>PR</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAO</td>
<td>0.303</td>
<td>0.283</td>
</tr>
</tbody>
</table>

Table 1: Two different model update strategy experiments on VOT2017 dataset. The top row demonstrates the effect of training gap Ns on Expected Average Overlap (EAO), we can dramatically increase EAO with a suitable Ns. Two conjugate iterative algorithms are Fletcher-Reeves (FR) and Polak-Ribiere (PR) respectively in the bottom row. Obviously, PR formula provide a better convergence rates.

Most existing tracking approaches [4, 12, 18] are to update their models in each frame, assuming that the model is always credible. However, this strategy fails when our tracker meets some complicated situations such as occlusion, illumination variation, abrupt motion and deformation. Moreover, tracking models suffer from heavy computational load by updating the model in each frame.

A sparser updating scheme should replace the model update strategy that updates the model in a continuous fashion every frame. In the ECO [7] method, the approach is simply updating the filter by starting the optimization process in a fixed number of frames. A moderately infrequent update of the model generally not only leads to improved tracking results but also has a substantial effect on the overall computational complexity of the learning. By postponing the model update a few frames, the loss is updated by adding a new mini-batch to the training samples, instead of only a single one which helps to reduce over-fitting to the recent training samples. We find that this strategy is simple and brash. Furthermore, it neglects the relationship between the convergence speed of the optimization and model update frequency. Intuitively, a sparser updating scheme leads to a low convergence speed. Hence, we should increase the number of Conjugate Gradient iterations. More than that, to improve convergence rates, we should also choose a suitable momentum factor by using Fletcher-Reeves formula [15] or the Polak-Ribiere formula [25].

To find the best training gap strategy, a series of experiments were carried out to increase the updating frame number from 4 to 7 by a fixed number of CG iterations. According to Table 1, it can be concluded that the number of 5 is the best updating frame number. And it can be informed from Table 1, Polak-Ribiere formula bring us to achieve a faster convergence. Table 1 provides us the relationship between the convergence speed of the optimization and model update frequency, we can conclude that the most suitable and are 5 and 5 separately.

### 3.4. Scale Adaptation Scheme

In the detection step, an ideal scale estimation approach should be robust to scale changes while being computationally efficient. We find a new scale adaptation scheme, significantly improving the performance of correlation filter based trackers. Similar to the exhaustive scale space tracking framework [10], we first construct a feature pyramid in a rectangular area around the given target location. Let \( P \times R \) denote the target size in the current frame and \( S \) be the size of the scale dimension. For each \( n \in \{ \lceil \frac{a^{n} - 1}{2} \rceil, ..., \lceil \frac{a^{n} - 1}{2} \rceil \} \), we extract an image patch \( J_n \) of size \( a^n \times P \times a^n \times R \) centered around the target. Here, \( a \) denotes the scale factor between feature layers. The scale layers \( S \) is the most important parameter. We evaluate its effects on the tracking performance when its value varies as \( S = 10 \), with corresponding \( a = 1,01,1,02,1,03 \) respectively. Different from previous parameter selection, we find the 10-layers design may be better for model training and scale change capture, thus promotes the performance. The special structure of response weights training samples diversely and permits our algorithm to estimate the position and scale simultaneously. Considering the reasonable scale changes, the min scale factor is given by

\[
\delta_{\text{min}} = a^{\lceil \log_a (5/I) \rceil},
\]

where \( I \) is the supported size of the input image of our network. \( a \) denotes the scale factor between feature layers. The max scale factor can also be expressed as

\[
\delta_{\text{max}} = a^{\lceil \log_a (\min(W,H)/P \times R) \rceil},
\]

where \( W \) and \( H \) are the width and height of the original image respectively. The optimal object scale in current frame \( \delta_{\text{cur}} \) would be decided under the restriction of \( \delta_{\text{min}} \) and \( \delta_{\text{max}} \).

### 4. Experiments

We conduct two experiments to evaluate the efficiency and accuracy of our proposed tracker. First, we compare our tracker against state-of-art trackers that participated in the VOT 2016 challenge [19]. Secondly, we evaluate our tracker using the VOT 2017 toolkit on a set of 60 challenging videos.

#### 4.1. Experimental Setup

Our tracker was implemented in MATLAB. The experiments were performed on an Intel(R) Xeon(R) 2.60GHz CPU and a GeForce GTX 1080 GPU. Our tracker runs at an average of 4fps on GPU and 1.4fps on CPU.
4.2. Implementation Details

In our experiment, the search image is cropped centered at the target object with the size of 4 times larger than the target in a restricted area [200,250], introduced in Section 3.4, after that, it would be resized to 224 × 224 as the input of the VGG-M network. We have also tried various input size, e.g., 336 × 336, 168 × 168. The results can be seen in Table 2. For the sample space model in Section 3.3, the maximum number of stored training samples is set to L=100 and the learning rate is set to γ = 0.012. We update the filter in every N_s = 6 frame with 5 Conjugate Gradient iterations, while the initiate CG iterations is 200 in the first frame. As discussed in Section 3.1, we use the feature maps of the first normalization layer (norm1) and the feature maps of relu layer after the last convolution layer (conv5) as the features without PCA. Then we use the L2-norm method to normalize the features to boost the performance.

<table>
<thead>
<tr>
<th>Search Image Size</th>
<th>EAO</th>
</tr>
</thead>
<tbody>
<tr>
<td>168 × 168</td>
<td>0.244</td>
</tr>
<tr>
<td>224 × 224</td>
<td>0.303</td>
</tr>
<tr>
<td>336 × 336</td>
<td>0.289</td>
</tr>
</tbody>
</table>

Table 2: Analysis of the effect by changing the search image size on the VOT2017 dataset. We show the performance in Expected Average Overlap (EAO). It can be concluded that 224 × 224 is the best resized image size.

4.3. Features Comparison

<table>
<thead>
<tr>
<th>conv layer</th>
<th>1</th>
<th>5</th>
<th>1,3</th>
<th>1,5</th>
<th>1,3,5</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAO</td>
<td>0.231</td>
<td>0.212</td>
<td>0.234</td>
<td>0.303</td>
<td>0.281</td>
</tr>
</tbody>
</table>

Table 3: A baseline comparison when using different combinations of convolutional layers in our object tracking framework. We show the results of expected average overlap (EAO) on VOT2017 dataset. The best results are obtained when combining conv1 and conv5 in our framework. The results shows the performance will not always be better when more features are used.

4.4. Weights in Convolution Responses

When the weights are assigned to the convolution responses produced by different convolutional layers, the spatial size and dimensionality of the convolutional features extracted from the VGG-M network must be considered. Let σ = W_2/W_1 denotes the relative weight. Here, W1 and W2 are the coefficients of the convolution response of the conv1 layer and the conv5 layer, represent its corresponding significance. Figure 3 shows that the performance then degrades if the relative weight σ is not selected properly, such as 4, 3 and 1.5. As we have supposed, the Expected Average Overlap (EAO) on VOT2017 dataset could be improved if the significance of different convolutional layers considered. The final convolutional layer of VGG-M network (conv5), which has recently been successfully applied in image classification, provides a large amount of invariance while still discriminative. Therefore, we conjecture that the feature map extracted from the conv5 layer accounts for larger proportion. This is likely due to the high level features encoded by the deepest layers in the network.

![Figure 3: Comparison of the Expected Average Overlap (EAO) on VOT2017 with different weight proportion (conv5/conv1) in convolution responses.](image)
4.5. Scale Parameter Analysis

We use our CNN based tracker with the 7-layers scale design as a baseline. The scale layers (SL) is the most important parameter. We evaluate its effects on the tracking performance when its value varies as SL = 7, 8, 9, 10 with corresponding scale step SS = 1.00, 1.01, 1.02, 1.03, 1.04. The ECO [7] tracker uses the 7-layers design, which is thought enough for continuous scale estimation. Figure 4 shows the 10-layers design with corresponding \( a = 1.03 \) has improved the baseline by 2% in EAO on VOT2017 dataset. Meanwhile, the 11-layers design may be too meticulous for scale change capture during the model training, thus degrades the performance. Based on these analysis, we therefore choose SL = 10 and SS = 1.03 in all the following experiments.


![Figure 4: Analysis of the effect on Expected Average Overlap (EAO) on VOT2017 dataset by changing the number of scale layers (SL) and the scale step (SS) respectively.](image)

<table>
<thead>
<tr>
<th>Tracker</th>
<th>EAO</th>
<th>Acc. Raw</th>
<th>Fail. Raw</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>0.3905</td>
<td>0.58</td>
<td>0.81</td>
</tr>
<tr>
<td>ECO</td>
<td>0.3742</td>
<td>0.55</td>
<td>0.87</td>
</tr>
<tr>
<td>CCOT</td>
<td>0.3310</td>
<td>0.54</td>
<td>0.89</td>
</tr>
<tr>
<td>SSAT</td>
<td>0.3292</td>
<td>0.56</td>
<td>0.77</td>
</tr>
<tr>
<td>TCNN</td>
<td>0.3266</td>
<td>0.53</td>
<td>0.90</td>
</tr>
<tr>
<td>Staple</td>
<td>0.2952</td>
<td>0.54</td>
<td>0.96</td>
</tr>
<tr>
<td>DeepSRDCF</td>
<td>0.2763</td>
<td>0.54</td>
<td>1.42</td>
</tr>
<tr>
<td>MDNet_N</td>
<td>0.2610</td>
<td>0.52</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Table 4: VOT2016 performance results.

![Figure 5: Ranking plots for the baseline experiments in the VOT2016 dataset. The order and EAO are plotted along the vertical and horizontal axis respectively. Our approach (denoted by the red circle) achieves superior results in the baseline experiments.](image)

![Figure 6: Expected overlap curves for baseline (size_change).](image)

The Visual Object Tracking (VOT) Challenge is a competition among short-term, model-free visual object tracking algorithms. For clarity, the proposed algorithm is compared with the 6 state-of-art trackers including CCOT [12], TCNN [22], Staple [2], DeepSRDCF [11], SSAT [3] and ECO [7]. It is clear from Table 4 that our tracker outperforms all the trackers in VOT2016 challenge with an expected average overlap (EAO) of 39.05%, which achieves a relative gain of 17.98% compared to C-COT [13], the top-ranked tracker with an expected average overlap(EAO) of 33.1%. Moreover, as shown by Figure 6, the proposed tracker performs greatly in expected overlap curves when the scale size changes.
4.7. Experiment on VOT2017

Finally, we compare our tracker with the ECO [7] tracker on the most recent visual tracking benchmark, VOT2017. In terms of scale variation, the proposed method performs better than the ECO [7] tracker on some challenging sequences. To validate better robustness of our proposed tracker, we analyse the results of challenging sequences in different conditions, such as, camera motion, motion change, illumination change, occlusion and so on. According to Figure 7, compared with the ECO [7] tracker, our tracker performs better when both significant scale and rotation occur (birds1, book) due to the optimal scale estimation. Our trained detector effectively re-detects target objects in the case of tracking failure, e.g., with the heavy occlusion or out-of-view conditions (book, tiger). Besides, our approach follows the target undergoing significant deformation and fast motion (soccer1, soccer2) well. The ECO [7] tracker has 9 tracking failures in sequence zebrafish1 while our tracker only has 3 tracking failures, which demonstrates that our tracker effectively alleviates the scale drifting problem.

In addition, Figure 8 demonstrates a detailed per-video comparison, we show the accuracy of our method and the ECO [7] tracker on all the 60 videos contained in VOT2017. It is obvious that our tracker outperforms ECO [7] in the majority of videos.

5. Conclusions

In this paper, we eliminate the hand-crafted features and investigate the impact of multi-resolution deep features for visual tracking. We propose to use convolutional features in the C-COT [13] based framework for visual tracking. We reformulate the final confidence score function by adding the weighted sum operation. When the weights are as-
signed to the convolution responses produced by different feature block, the spatial size and dimensionality of the feature maps extracted from the VGG-M network must be considered. Our results suggest that the combination of the initial convolutional layer and the fifth convolutional layer provides the best performance for visual tracking. Moreover, we use a similar model update strategy approach as in previous methods [7, 13], but we find the 10-layers design is optimal for continuous scale estimation. This subtle difference makes the tracker more robust to gradual scale changes. To validate our proposed tracker, we perform comprehensive experiments on two public benchmarks: VOT2016 and VOT2017. Our experimental results show that our tracker ranks top among the state-of-the-art trackers on VOT2016 and outperforms the ECO [7] tracker on VOT2017.
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