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Abstract

While the research community appears to have developed a consensus on the methods of acquiring annotated data, design and training of CNNs, many questions still remain to be answered. In this paper, we explore the following questions that are critical to face recognition research: (i) Can we train on still images and expect the systems to work on videos? (ii) Are deeper datasets better than wider datasets? (iii) Does adding label noise lead to improvement in performance of deep networks? (iv) Is alignment needed for face recognition? We address these questions by training CNNs using CASIA-WebFace, UMD-Faces, and a new video dataset and testing on YouTube-Faces, IJB-A and a disjoint portion of UMDFaces datasets. Our new data set, which will be made publicly available, has 22,075 videos and 3,735,476 human annotated frames extracted from them.

1. Introduction

The re-emergence of deep convolutional neural networks has led to large improvements in performance on several face recognition and verification datasets [12, 20, 17]. However, the face recognition problem isn’t “solved” yet. The process of training a face recognition system starts with choosing a dataset of face images, detecting faces in images, cropping and aligning these faces, and then training deep networks on the cropped and possibly aligned faces. Every step of the process involves many design issues and choices.

Some issues have received significant attention from researchers. These include choices about the architecture of neural networks. On the other hand, there are several other design choices which require more attention. These arise at every stage of the process from face detection and thumbnail (image obtained after cropping and aligning the face image) generation to selecting the training dataset itself. We tackle some of these design questions in this paper. We also introduce a dataset of 22,075 videos collected from YouTube of 3,107 subjects. These subjects are mainly from batch-1 of the recently released UMDFaces [2] dataset. We release face annotations for 3,735,476 frames from these videos and the corresponding frames separately. We use this dataset to study the effect of using a mixture of video frames and still images on verification performance for unconstrained faces such as the IJB-A [17] and YTF [37] sets.

Face detection is the first step in any face recognition pipeline. Several CNN-based face and object detectors have been introduced which achieve good detection performance and speeds [26, 30, 29, 21, 27, 40, 28, 11]. Each of these detectors learns a different representation. This leads to generation of different types of bounding boxes for faces. Verification accuracy can be affected by the type of bounding box used. In addition, most recent face recognition and verification methods [35, 31, 33, 5, 10, 34] use some kind of 2D or 3D alignment procedure [41, 15, 28, 8]. All these variables can lead to changes in performance of deep networks. To the best of our knowledge there has been very little systematic study of effects of the thumbnail generation process [25] on the accuracy of deep networks. In section 3.4 we study the consequences of using different thumbnail generation methods. We show that using a good keypoint detection method and aligning faces both during training and testing leads to the best performance.

Other questions concern the dataset collection and cleaning process itself. The size of available face datasets can range from a few hundred thousand images [2, 39, 24, 37] to a few million [16, 23, 7, 6, 25]. Other datasets, which are not publicly available, can go from several million faces [35] to several hundred million faces [32]. Much of the work in face recognition research might behave differently with such large datasets. Apart from datasets geared towards training deep networks, some datasets focus on evaluation of the trained models [12, 17]. All of these datasets were collected using different methodologies and techniques. For example, [37] contains videos collected from the internet which look quite different from still image datasets like [39, 2, 7]. We study the effects of this difference between still images and frames extracted from
videos in section 3.1 using our new dataset. We found that mixing both still images and the large number of video frames during training performs better than using just still images or video frames for testing on any of the test datasets [17, 37, 2].

In section 3.2, we investigate the impact of using a deep dataset against using a wider dataset. For two datasets with the same number of images, we call one deeper than the other if on average it has more images per subject than the other. We show that the choice of the dataset depends on the kind of network being trained. Deeper networks perform well with deeper datasets and shallower networks work well with wider datasets.

Label noise is the phenomenon of assigning an incorrect label to some images. Label noise is an inherent part of the data collection process. Some authors intentionally leave in some label noise [25, 6, 7] in the dataset in hopes of making the deep networks more robust. In section 3.3 we examine the effect of this label noise on the performance of deep networks for verification trained on these datasets and demonstrate that clean datasets almost always lead to significantly better performance than noisy datasets.

We make the following main contributions in this paper:

- We conduct a large scale systematic study about the effects of making certain apparently routine decisions about the training procedure. Our experiments show that data diversity, number of individuals in the dataset, quality of the dataset, and good alignment are keys to obtaining good performance.
- We suggest some general rules that could lead to improvement in the performance of deep face recognition networks. These practices will also guide future data collection efforts.
- We introduce a large dataset of videos of over 3,000 subjects along with 3,735,476 human annotated bounding boxes in frames extracted from these videos.

2. Dataset

Still photos from the internet cannot match the amount of variation that videos provide. Videos (and frames extracted from the videos) are under-utilized because of the difficulty in cleaning and annotating the data. There is a need for effective methods for annotating video data. We describe a new dataset1 aimed at face recognition research. It contains 22,075 videos of 3,107 subjects collected from YouTube. We provide bounding box annotations for 3,735,476 frames from the videos. We explain our methodology of collecting this dataset which, we hope, will be useful to researchers working on face verification and related problems.

2.1. Collecting data

We searched YouTube for over 3000 subject identities (from batch-1 of UMDFaces [2]) and tried to download the first 20 videos for each person. We used the open source system youtube-dl [1] for searching and downloading the videos. We downloaded a total of about 40,000 videos.

2.2. Automated filtering

From each video, we extracted either all the frames or the first 4,000 frames, whichever is lower. This process gave us over 140 million frames. We randomly selected about 10% of these frames to process further. Next we detected faces in the retained frames. At the time of collecting this data, most detection systems were too slow to be of use. Faster RCNN [30] claimed to detect objects at 7 frames per second. We decided to use the, then newly introduced, YOLO detector [29]. We trained the YOLO detector on the WIDER dataset [38] and fine-tuned on the FDDB dataset [13]. We were able to run the trained detector at about 25 frames per second on a Titan X GPU. This enabled us to detect all faces in these 14 million images in less that one week. This gave us over 40 million face boxes in 14 million frames. We again randomly selected 4000 face boxes for each subject identity finally leaving ourselves with about 14 million boxes.

Our next task was to remove all face box proposals which did not belong to the person in question. We used the all-in-one method proposed in [28] to detect key landmark points on each face and used them to align the faces. We used the images in batch-1 of the UMDFaces dataset [2] as reference images for the subjects. Our problem now reduced to a verification problem. For each subject we need to verify whether a face box belongs to that person.

We used the verification method proposed in [5] for filtering the proposal boxes which are not of the person in question. We extracted features (using a network trained in the same way as [39, 5]) for all images in batch-1 of UMDFaces [2] and take their average over a subject to obtain one feature vector for the subject. Then, for each face box in our dataset for the subject, we compared the feature vector with the reference feature vector obtained above and kept only those boxes with similarity with the reference feature vector above a threshold. We used cosine similarity as the similarity metric and used a low threshold to avoid removing the hard-positive examples from the dataset as these are very valuable. This leaves us with about 4 million face boxes.

2.3. Crowd-sourcing final filtering

To obtain the final dataset, we use Amazon Mechanical Turk (AMT) to filter the proposals. We show each proposal to 2 ‘mechanical turkers’. Each screen in our AMT task contains 50 images to be filtered and 3 reference images of a subject obtained from the UMDFaces dataset [2]. We requested the mechanical turkers to select images which
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1http://umdfaces.io/
Figure 1: Some sample annotated bounding boxes from the dataset. Each row contains frames from a video. There is a large amount of pose and expression variation in each video.

do not belong to the subject under consideration. We removed all the faces boxes which were selected by at least one turker. To ensure high quality annotations, we adopted the following quality control method.

2.4. Quality control through sentinels

We used the method similar to the one used in [3, 2] for controlling the quality of annotations. Each screen of 50 images contains 5 known images of another subject. Depending on whether the turkers select these ‘sentinel’ images, they get an accuracy score. We only considered the votes of turkers with high accuracy scores.

2.5. Result

After the final filtering through human annotators, we have 3,735,476 annotated frames in 22,075 videos. We will publicly release this massive dataset for use by the computer vision community.

Next, we use this dataset to show the importance of using video frames for training while testing on real world scenarios like IJB-A and YTF in section 3.1. We show that utilizing the vast amounts of video data and mixing video frames with still images can give a significant boost in verification performance over using only video frames or still images.

3. Questions and Experiments

We show that judicious decisions about the training set and procedures can lead to large improvements in verification accuracy of deep networks. We first use the introduced dataset to show the importance of using video frames while training for verification. Then we investigate some more questions that will guide researchers towards good practices for training deep networks for face verification and identification. These include: (i) whether deep datasets are better than wide datasets (section 3.2); (ii) whether label noise helps in improving performance (section 3.3); and (iii) how important is the thumbnail generation method for training and testing deep networks (section 3.4). We use the Caffe [14] framework for all experiments.

3.1. Do deep recognition networks trained on stills perform well on videos?

Images in most still image datasets [12, 22, 19] are taken with high quality cameras in good lighting. Photos of celebrities on the internet are often selected from among several taken by a professional photographer. This introduces a bias towards high quality images. Models trained on only still images perform poorly on frames extracted from videos [17]. These frames are extremely challenging because of pose, expression, and lighting variations. At the same time, models trained only on videos perform poorly on still images. There is a huge amount of video data available and only a limited number of still images. We show that training on a mixture of images and video frames is really important for achieving good verification performance.

We train deep networks on the following five sets and compare the verification performance of these networks:

- **Stills**: Some part (batch-1) of the UMDFaces [2] dataset. This comprises of about 140,000 still images. We train an Alexnet-derived architecture [31] on these images for 100,000 iterations with a batch size of 128 and initial learning rate of 0.01 and reduced by half every 15,000 iterations.

- **Frames**: The same number (140,000) of video frames from our dataset (section 2). Each subject has the same number of images as the case above (Stills). We used the same training method as above.

- **Frames++**: The same number of subjects as above but using many more video frames per subject for a total of about 1 million video frames. We trained this model
for 100,000 iterations and decreased the learning rate by half every 20,000 iterations.

- **Mixture**: A mixture of still images and video frames from UMDFaces and our dataset. We took 50% of images from batch-1 of UMDFaces and the other 50% from our video frames dataset for a total of about 140,000 images. We trained this network for 100,000 iterations.

- **Mixture++**: The same number of still images as ‘Stills’ but about 1 million video frames. We again train the network on this dataset for 100,000 iterations.

Note that we are using far more images in the Frames++ and Mixture++ cases than the other cases. However, we believe that it is fair to compare these five methods because it is much easier to obtain millions of video frames than to obtain millions of still images. There is a lot more variation in 100 images than there is in 100 continuous video frames. Also, in real world scenarios, the amount of video data is increasing rapidly and the majority of recognition has to happen in videos.

We use an architecture [31] derived from Alexnet [18] due to its easy availability and practicality. It is very fast to train and is perfectly suited for large-scale experiments like ours. Also, it provides excellent results [31]. However, we believe that, in this case, our observations are general and will be valid for other network architectures too.

We trained networks on these five sets and compare performance of the trained models on IJB-A [17], YouTube Faces datasets [37] and batch-3 of the UMDFaces [2] dataset. In this experiment and the rest of the paper, unless otherwise stated, we train the same architecture of networks on different datasets for a fixed number of iterations (100,000). We adopt the 1:1 verification protocol similar to the one introduced in [17] for evaluating the performance of these deep networks. We give a brief description of the evaluation protocol next.

### 3.1.1 Protocol

The IJB-A 1:1 verification protocol [17] uses a decision error tradeoff (DET) curve for evaluation. The DET curve is equivalent to an ROC curve. In our examples we evaluate the performance for 1:1 verification on pairs of images or templates for different datasets [12, 37, 2]. For all experiments, we use ROC curves for evaluation.

### 3.1.2 Results

Figures 2 and 3 show the performance of the above five experiments. They clearly show the importance of using a mixture of video frames and still images for all cases. We see that while the performance of the ‘Stills’ and ‘Mixture’ cases is very close for both IJB-A and UMDFaces, the performance of ‘Frames’ is very poor. This is because of the presence of many still images in the test sets and the low variety in the few training frames. On the other hand, note that the performance of the ‘Mixture++’ case is much better than any other case, even better than ‘Frames++’ which has similar number of images. This shows the importance of using both still images and the ample number of frames extracted from videos for improving verification performance on unconstrained faces.

Also, note from figure 3 that when testing on a dataset which contains a mixture of still images and video frames [17], the performance of ‘Mixture++’ is the highest and ‘Frames++’ is the second highest. However, when testing on the UMDFaces dataset [2] which contains only images, ‘Stills’ performs second best after ‘Mixture++’ (figure 2). Similarly, when testing on the completely video-based testing set YTF [37], from figure 4, ‘Mixture++’ performs the best and ‘Frames++’ performs a bit worse than it. Also note that ‘Mixture’ performs better than ‘Stills’ and ‘Frames’. Collecting millions of still images with enough variations is extremely difficult. It is much easier to collect and annotate millions of video frames. Also, using a combinations of a large number of video frames and relatively few still images gives a significant boost in performance over using only still images or video frames.

### 3.2. What is better: deeper or wider datasets?

For datasets with the same number of total (still) images, we call a dataset with more images per subject deeper than...
It is not intuitively clear whether it’s better to use deeper datasets or wider for training deep networks. Given enough images, both deep and wide datasets can contain a variety of face images. Deep datasets are more varied in pose, expression, illuminations etc. On the other hand wide datasets contain large variations because of the large number of unique identities. In this section, we try to resolve the dilemma of choosing one kind of dataset over the other.

We use the UMDFaces [2], MS-Celeb-1M [7] and CASIA-WebFace [39] datasets to analyze the question. We treat batch-1 and batch-2 of UMDFaces as the training set. To explore the question of deeper vs wider datasets, we divide the training datasets into two as follows: We sort the subjects according to the number of images they have; then we start with the subject with the maximum number of images and put the subject in one set (head); we then take the subject with next highest number of images and add him/her to the head set; we continue this process till we have collected close to half the total number of images. Now we have divided each dataset into two parts. The first part (which we call ‘head’) contains the deeper half of the dataset. The other half is called the ‘tail’. For CASIA-WebFace, the ‘head’ dataset contains 1,738 subjects and 247,196 images and the ‘tail’ set contains 8,437 subjects and 247,218 images. Similarly, the UMDFaces ‘head’ set has 2,142 subjects with 144,371 images and the ‘tail’ set has 4,092 subjects and 144,348 images.

We first train the same architecture networks on the ‘head’ and ‘tail’ sets of both CASIA-WebFace and UMDFaces. We test these networks using the protocol from section 3.1.1 on the UMDFaces batch-3 [2], IJB-A [17], and Labeled Faces in the Wild (LFW) [12] datasets. The results are shown in figures 5, 6, and 7. We note that the performance of the network trained on the ‘tail’ sets is better than the corresponding network trained on the ‘head’ sets for all three test sets. This means that, for a given number of images, it is better to have more subjects than having more images for fewer subjects.

On the other hand, if we train deeper networks, the performance of networks trained on the ‘head’ sets is better than the corresponding network trained on the ‘tail’ sets. This can be seen in figure 8 where we train ResNet-101 [9] networks on the ‘head’ and ‘tail’ sets of UMDFaces [2] and MS-Celeb-1M [7] datasets and test on the IJB-A protocol [17].

This observation is important because it can guide researchers towards better practices to follow while collecting data or selecting data for training deep networks. Data acquisition is an expensive and time consuming process and these experiments shine a light on how to obtain the maximum benefit from the investment. This is an interesting direction for future work.
3.3. Does some amount of label noise help improve the performance of deep recognition networks?

In face identification and verification research, the effect of label noise in the training set for deep networks has not been studied extensively [7, 6]. Label noise essentially means that some of the images have incorrect labels. Some [25, 7] have suggested that deep networks are robust to label noise.

We again use CASIA-WebFace [39] and UMDFaces [2] batch-1 and batch-2 for training the networks and LFW [12], IJB-A [17], UMDFaces batch-3 for evaluating the performance of these trained networks. We use the protocol explained in section 3.1.1 for evaluation.

For both training datasets, we train recognition networks with 0, 2%, 5%, and 10% label noise in the dataset. We would like to point out these percentages assume that the original datasets do not already contain any label noise. This assumption might not be true for many face datasets like MS-Celeb [7] and VGG-Face [25] which already contain some label noise.

Figure 9 shows the verification performance of networks trained on the CASIA-WebFace dataset for the UMDFaces test set and figure 10 shows the same for networks trained on UMDFaces dataset. There is a clear degradation in performance with increasing noise level. For both datasets, the performance of the network trained on clean data is mostly better than the performance of networks trained with even small amounts of noise. Label noise does not improve performance over clean data for face recognition. However, the difference in performance between networks trained on clean data and data with low levels of label noise is relatively low. But the percentage of noisy labels should be relatively low (less than 5%) because from figures 9 and 10, we notice that for a label noise level of 10%, the performance invariably declines.
3.4. Does thumbnail creation method affect performance?

Detecting [11, 27, 38, 13, 4, 36], cropping, and aligning the faces in the dataset is the first step in many face recognition pipelines. Alignment is the process of transforming a face into some canonical view. This is usually done by detecting locations of keypoints [15, 28] in the face image and then using some kind of similarity transform to transform the faces to a canonical view [25]. We refer to the images of faces obtained after cropping and/or alignment as ‘thumbnails’.

We investigate whether the performance of deep recognition networks is affected by the thumbnail generation process. We compare two popular alignment techniques [28, 15] against very simple thumbnail generation techniques which only require keypoint locations and do not involve calculating any similarity transforms.

We compare three different types of thumbnails for evaluating verification performance. These are: (i) Keypoints from All-in-one CNN [28] with similarity transform alignment, (ii) DLIB keypoint detection and alignment [15], and (iii) Bounding box using keypoints from [28] without any alignment. In each case, we also study the effect of using tight thumbnails (tight crop of the face) vs loose thumbnails (including more context information). We try these methods for both training and testing and present the accuracies for the best performing cases in figures 12 and 13. We use two different datasets for training: batch-1 and batch-2 of UMDFaces [2] and CASIA-WebFace [39], and UMDFaces batch-3 for evaluating the performance of the trained networks.

All the above mentioned variations give us the following seven methods of thumbnail generation: (1) loose alignment using [28] keypoints (aligned uf loose), (2) tight alignment using [28] keypoints (aligned uf tight), (3) loose alignment using [15] keypoints (aligned dlib loose), (4) loose alignment using [15] keypoints (aligned dlib tight), (5) loose alignment using [28] keypoints simply cropped (aligned uf loose), (6) loose alignment using [28] keypoints simply cropped (aligned dlib loose), and (7) loose alignment using [28] keypoints simply cropped (aligned dlib tight).
We train neural networks on UMDFaces [2] and CASIA-WebFace [39] using these 7 thumbnail generation methods and test on batch-3 of UMDFaces [2] using the same 7 different thumbnail generation methods. Hence, for both training sets, we have 49 (7 × 7) pairs of train and test sets. For both training sets, we select the seven pairs which give the highest performance and plot them in figures 12 and 13. We note that there is a clear dependence of performance on the type of thumbnail used for training and testing. Using a good keypoint detection method and alignment procedure for both training and testing is essential for achieving good performance. Note that using a tight alignment using keypoints detected using [28] for both training and testing gives the best performance among all the cases of networks trained on UMDFaces. This pair is also a very close second among networks trained on CASIA-WebFace. As keypoint detection and alignment methods continue to improve, we expect the face verification performance to improve too.

4. Conclusion

In this work we studied the effects of certain decisions about datasets and the training procedures for training deep convolutional neural networks for face verification. Carefully making these decisions is important for developing face recognition systems. This paper provides some guidelines about the decision making process. There is an abundance of video data which contain much more pose and expression variations than still images. To ensure that researchers can take advantage of this potential, we introduced a new dataset of 22,075 videos and 3,735,476 annotated frames. The importance of removing label noise from the dataset and selecting wider or deeper datasets cannot be ignored. Similarly, aligning faces using accurate keypoints during both training and testing gives a boost in performance. We hope that this work will encourage people to dig deeper into these and other decisions.
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