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Abstract

Semantic segmentation of videos using neural networks

is currently a popular task, the work done in this field is

however mostly on RGB videos. The main reason for this

is the lack of large RGBD video datasets, annotated with

ground truth information at the pixel level. In this work,

we use a synthetic RGBD video dataset to investigate the

contribution of depth and temporal information to the video

segmentation task using convolutional and recurrent neural

network architectures. Our experiments show the addition

of depth information improves semantic segmentation re-

sults and exploiting temporal information results in higher

quality output segmentations.

1. Introduction

Semantic segmentation aims to assign an object class la-

bel to every pixel in a given image, and hence it is a key

task in computer vision towards scene understanding. Be-

fore deep neural network architectures have been proved

to be useful and have found practical applications in var-

ious vision tasks, semantic segmentation methods mostly

relied on patch-wise training of hand-crafted features with

conventional classifiers. The focus has recently shifted to

methods that use neural networks. In particular, deep con-

volutional neural networks, when trained on large datasets,

can achieve pixel-level segmentation on a given image and

can solve the recognition and localization problems at the

same time by globally analyzing the image as a whole.

With the introduction of fully convolutional neural net-

works [24], the use of deep neural network architectures

has become popular for the semantic segmentation task.

Most of the work done in this field is on RGB still im-

ages [1, 24, 26, 3, 23, 25, 37] with a few extensions to

RGB videos, which make use of recurrent neural networks

so as to incorporate temporal information into the segmen-

tation task [1, 38, 30, 29]. Although there are numerous

works on RGBD image segmentation [7, 14, 17, 8, 15],

there exists currently no work in the literature, except [27],

that addresses the problem of pixel-level segmentation on

RGBD videos using neural networks. The primary reason

for this is that while there exist a good number of RGB

video and image datasets available with pixel-level anno-

tation, such RGBD video datasets are fairly limited. Be-

sides, most of the existing semantic segmentation methods

transfer weights from pretrained deep convolutional neu-

ral networks such as the VGGnet [36] to train their archi-

tectures, whereas no such deep architectures pretrained on

large datasets exist with RGBD data. We believe that the

depth information contained in RGBD data can be exploited

as an additional modality to improve the performance of the

segmentation task.

In this work, we address the problem of pixel-level se-

mantic segmentation on RGBD videos using both fully

convolutional and recurrent fully convolutional neural net-

works. For our experiments, we use the Virtual KITTI

dataset [11], which contains synthetic RGBD videos with

pixel-level annotation. Our primary contribution is a fu-

sion scheme based on existing recurrent and fully convo-

lutional neural network architectures, that combines color

and depth information in RGBD videos for semantic seg-

mentation. We train our bimodal recurrent fully convolu-

tional neural network with a progressive strategy based on

weight transfer. We first convert depth images to color im-

ages, and initialize the convolutional layers with the weights

of the pretrained VGGnet, and train two separate fully con-

volutional neural networks for color and depth modalities

via backpropagation. We then transfer the weights of these

unimodal architectures to the recurrent fully convolutional

neural network to train our final bimodal architecture.

In Section 2, we review the related work on semantic

segmentation particularly using neural networks. Section 3

describes the datasets that we use to test our neural network

architectures which are then explained in Section 4. The

experiments that we conducted are presented in Section 5,

and the concluding remarks are finally given in Section 6.
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2. Related Work

The ImageNet challenge [32] has led to (very) deep con-

volutional neural network architectures such as AlexNet

[20], VGGnet [36] and ResNet [16]. Although these net-

works were each originally trained with the goal of RGB-

based image classification, since the RGB image dataset

on which they were trained was very large, they can eas-

ily be generalized to other datasets as well as to various

other vision tasks. The most common approach to trans-

fer learning from these pretrained deep convolutional neural

networks (CNNs) is either to use them as feature extractors

or to transfer weights for network initialization [41]. This

type of transfer learning from pre-trained networks is com-

monly employed by the state of the art semantic segmenta-

tion methods.

Semantic segmentation networks existing in the litera-

ture differ in their architectures, such that they may be fully

convolutional [24], composed of a single deconvolutional

layer [24] or mirror the convolutional section of the net-

work with the corresponding deconvolution and unpool op-

erations [1, 26]. Multiple processing streams in a single

network is also a common choice of network architecture

[35, 40]. If temporal data is present, recurrent layers can be

added to exploit temporal relationships.

There exist relatively few works in the literature, that ad-

dress the problem of semantic pixel-level RGB video seg-

mentation [29, 38, 30, 33] with experiments conducted on

various datasets such as [28, 6, 12, 21]. Convolutional re-

current layers are a crucial building block of the semantic

segmentation networks that exploit temporal data. Whereas

recurrent layers accept vector inputs and produce vector

outputs, convolutional recurrent layers take matrices as in-

puts and produce matrices as outputs. As a result, spatial

information in convolutional recurrent layers is preserved

and can be exploited as opposed to standard recurrent lay-

ers [22]. In our work, we use convolutional recurrent layers

similar to [33, 38].

Although there are numerous works on RGBD image

segmentation [7, 14, 17, 8, 15], to the best of our knowl-

edge, there exists no semantic segmentation method on

RGBD video data using neural networks, except maybe

[27], which can be viewed as a preliminary work in this

field, that uses a small dataset NYUv2 [34] of only 1449

frames and an ad-hoc simplistic network architecture with

no transfer learning but with handcrafted features as input.

Furthermore, in [27], the ground-truth segmentation for all

frames of the NYUv2 dataset is estimated from the avail-

able sparse annotation based on optical flow. We also note

that there exist few other segmentation methods, such as

[17], which take RGBD videos as input, but then use the

extracted temporal information to enhance segmentation on

sparsely distributed individual frames (for which annota-

tions are available).

Since producing RGBD video datasets with pixel-level

annotation is a much harder task compared to RGB video

datasets, RGBD video segmentation remains as an unex-

plored field. There exist however very recent RGBD video

datasets [11, 31], which provide segmentation annotation at

pixel level and has hence enabled us to conduct research on

this problem.

3. Datasets

We use the Virtual KITTI dataset [11], which con-

tains photo-realistic synthetic videos with pixel accurate

ground truth for scene- and instance-level segmentation,

and depth. Aimed at providing data for autonomous driv-

ing, this dataset contains video sequences of cars navigat-

ing roads. There are 5 different worlds, each rendered in

10 variations under different camera angles, weather con-

ditions and time of day; 30-degrees-left, 30-degrees-right,

15-degrees-left, 15-degrees-right, clone; morning, sunset;

overcast, fog and rain. Each world has a different number

of video frames, however the number of video frames re-

mains the same in a world. The number of video frames in

each world is 447, 233, 270, 339 and 837 respectively. We

regroup all of the objects in the dataset into a total number

of 13 classes, ignoring the instance level categorization of

the original annotation, where for example the ”car” class

had several instances. Ground truth segmentations in the

dataset are provided as RGB color images, which we con-

vert into the one-hot matrix representation compatible with

the softmax classifier.

The images in this dataset have a resolution of 1242×375

pixels, however we resize all of the images to a resolution

of 224×224 pixels without preserving their aspect ratios.

This downsampling enables us to train our networks more

efficiently in regards to memory and computation.

From the gray-scale depth images provided in the

dataset, we generate additional data which is colorized

depth images by applying a jet colormap ranging from red

(near) over green to blue (far) as in [9] to be able to ben-

efit from the pretrained VGG weights. The standard jet

colormap is however linear, hence does not fully exploit

the color spectrum. Thus, we adopt a non-linear version

of the jet colormap. For this, we quantize the available

range of depth values nonuniformly and assign the same

color to multiple depth values. This nonlinear assignment is

achieved by first building a histogram of the available depth

values and then merging bins such that the new histogram

has roughly the same number of occurrences in all the bins.

We find the depth value that has the most number of occur-

rences and use this number as the bin size, which results in

a total of 412 bins in our RGBD dataset. Hence each depth

image in the dataset is eventually represented by using 412

depth levels, i.e. colors. We note that this nonlinear encod-

ing scheme is dataset specific and computed once over the
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training set. We do not process the original RGB and depth

images in any other additional way.

We also use the DAVIS dataset [28] to show that our

method works on real videos, even though the dataset is

composed of RGB-only videos. There are 50 Full HD

videos totaling in 3455 frames with challenges such as oc-

clusion, motion-blur and appearance changes. The dataset

provides pixel-level annotation into 2 categories (back-

ground, foreground) and we apply the same downsampling

operation performed in the case of the Virtual KITTI dataset.

4. Method

We use custom layers in our recurrent convolutional net-

works, which we call C-RNN, C-LSTM and C-GRU. Sim-

ply put, these layers are extensions of the standard RNN

[10], LSTM [18] and GRU [4] layers; which take matrices

as inputs and produce matrices as outputs, rather than tak-

ing vectors as inputs and outputting vectors. This extension

from vectors to matrices is achieved by replacing multipli-

cation operations with convolutions.

4.1. Recurrent Convolutional Layers

Convolutional RNN Layer (C-RNN) is the convolu-

tional counterpart of the RNN layer. It is the most sim-

ple recurrent convolutional layer and is dictated by a single

equation:

Ht = relu(W1 ∗X +W2 ∗Ht−1 + b) (1)

where * denotes the convolution operation, Ht is the

hidden state matrix, relu is the rectified linear unit (ReLU),

X is the input matrix, W1 and W2 are the parameter ma-

trices, and b is the bias vector.

Convolutional LSTM Layer (C-LSTM) is the convo-

lutional counterpart of the LSTM layer and calculates its

gates and state according as follows:

I = sigm(W1 ∗X +W2 ∗Ht−1 + b1)

F = sigm(W3 ∗X +W4 ∗Ht−1 + b2)

O = sigm(W5 ∗X +W6 ∗Ht−1 + b3)

J = tanh(W7 ∗X +W8 ∗Ht−1 + b4)

Ct = Ct−1 ◦ F + I ◦ J

Ht = tanh(Ct) ◦O

(2)

where ◦ denotes the Hadamard product, I is the input

gate matrix, F the forget gate matrix, O the output gate

matrix, Ct the cell state matrix, Ht the output matrix, X

the input matrix, sigm the sigmoid function, tanh the hyper-

bolic tangent function, W1 to W8 are parameter matrices

and b1 to b4 are bias vectors.

Convolutional GRU Layer (C-GRU) is the counterpart

of the GRU layer, defined by the following equations:

Z = sigm(W1 ∗X +W2 ∗Ht−1 + b1)

R = sigm(W3 ∗X +W4 ∗Ht−1 + b2)

Hh = tanh(W5 ∗X +W6 ∗ (R ◦Ht−1) + b3)

Ht = Z ◦Ht−1 + (1−Z) ◦Hh

(3)

where Z is the update gate matrix, R the reset gate ma-

trix, Ht the output matrix, X the input matrix, sigm the

sigmoid function, tanh the hyperbolic tangent function, W1

to W6 the parameter matrices and b1 to b3 are the bias vec-

tors.

C-RNN is the easiest layer to train, however has the least

number of parameters. In order to increase the learning ca-

pacity of networks, C-LSTM is a more preferable choice,

since it has more parameters than C-RNN with internal

memory, but increases the time required for training. To

speed up training C-GRU can be used, which provides simi-

lar performance compared to C-LSTM with less parameters

than C-LSTM and more parameters than C-RNN [5]. In

the semantic segmentation task we focus on, we expect C-

LSTM to perform better than the C-RNN and C-GRU vari-

ants, since it has the most number of parameters and pos-

sesses internal memory that is potentially capable of learn-

ing more information from successive video frames in deal-

ing with challenging conditions such as occlusions and un-

covered regions.

Although the parameters of the convolution operations

(stride, window size, padding...) in our custom layers are

tunable, we set them the same as the convolution layers in

our networks, since the results of our initial experiments

presented the most performance boost with this configura-

tion.

4.2. Networks

Our networks have different architectures to accommo-

date various input data types shown in Table 1.

Network Input Type Input Channels

D Colorized Depth 3

RGB Color 3

RGBD Color and Colorized Depth 3 + 3

Table 1. Input types accepted by our networks. -D and -RGB net-

works accept a single input, whereas the -RGBD networks accept

dual inputs.

Network Architectures We base our network architec-

tures on the VGG-19 (Model E) [36] network by mirroring

its first 12 convolution and 3 pooling layers. -D and -RGB

networks share the same architecture; accept a single in-

put of size 224×224×3, but their input types are different.

-RGBD networks on the other hand, accept two inputs of

the same size 224×224×3, where each input is processed
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Figure 1. Block diagram of the -RGBD networks unrolled in time starting from t=0 to sequence length t=N.

by a different stream in the network. In the end, the two

streams are fused together in the deconvolution layer [24]

by element-wise addition. Tables 3 and 4 show the architec-

tures of our networks layer by layer, and Figure 1 visualizes

the structure of the -RGBD networks. Only the Conv net-

work is fully convolutional, whereas the RNN, LSTM, GRU

networks are recurrent fully convolutional networks. In the

-RGBD networks, depth and RGB are processed by two dif-

ferent steams of convolution layers. Next, they are fused by

elementwise addition and fed to the convolutional recurrent

layer, which is either a C-RNN, C-LSTM or C-GRU layer.

The output of the convolutional recurrent layer is then fed to

the deconvolution layer [24] and softmax is applied, which

determines the final output.

In all of our networks, all convolution and deconvolu-

tion layers are followed by ReLU activations, which are not

shown for brevity. All convolution layers have padding=1

and stride=1. Deconvolution layers have padding=2 and

stride=4. Pooling operations are maximum pooling with

stride=window=2. We call the first 15 layers of the VGG-

19 network TVGG-19 (Trimmed VGG-19) and use it as a

building block in our networks. The architecture of TVGG-

19 is given in Table 2.

Initialization and Weight Transfer Initial weights of

the Conv-D and Conv-RGB networks are picked as the

weights of the convolution layers of the VGG-19 network

(Model E) pretrained on ImageNet. With this initialization,

we benefit from the data learned by the VGG-19 network,

since our data is composed of RGB and colorized depth.

In training the Conv-RGBD network, we use the trained

weights from the Conv-D and Conv-RGB networks as the

initial weights of the convolutional layers in the correspond-

TVGG-19

conv3-64 (×2)

pool

conv3-128 (×2)

pool

conv3-256 (×4)

pool

conv3-512 (×4)

Table 2. Layers of TVGG-19, which are repeated consecutively by

the number of times written in parenthesis.

Conv RNN LSTM GRU

Input Input Input Input

TVGG-19 TVGG-19 TVGG-19 TVGG-19

C-RNN C-LSTM C-GRU

deconv deconv deconv deconv

Softmax Softmax Softmax Softmax

Table 3. Architectures the of -D and -RGB networks, layer by

layer.

ing streams. This transfer of weights reduces training time

by increasing the convergence rate and improves pixel-wise

accuracy. The recurrent fully convolutional networks are

then initialized with the trained weights of the fully convo-

lutional networks. This second transfer makes it easier for

the recurrent fully convolutional networks to learn. For ex-

ample, after having trained the Conv-D and Conv-RGB net-

works, LSTM-D and LSTM-RGB can be trained. It is possi-

ble to train LSTM-RGBD only after the trainings of LSTM-

D and LSTM-RGB are completed. This requirement is the
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Conv RNN LSTM GRU

Depth RGB Depth RGB Depth RGB Depth RGB

TVGG-19 TVGG-19 TVGG-19 TVGG-19 TVGG-19 TVGG-19 TVGG-19 TVGG-19

C-RNN C-LSTM C-GRU

deconv deconv deconv deconv

Softmax Softmax Softmax Softmax

Table 4. Structure of the -RGBD networks layer by layer. In each network, there are two different streams (TVGG-19) one for depth and

one for RGB data.

same for the RNN and GRU networks. As opposed to no

weight transfer at all, our weight transfer scheme provided

about a 10% accuracy boost in our initial experiments. In

all of our networks, we initialize the deconvolution weights

with the bilinear distribution [24], the weight matrices and

biases of the C-RNN, C-LSTM and C-GRU layers with the

Xavier distribution [13] and zeros, respectively.

5. Experiments

We employ end-to-end training by minimizing the pixel-

wise negative log-likelihood with Adam [19] and use pixel-

wise accuracy as our quantitative evaluation metric. In all

settings, the learning rate is 10−5. We train Conv-D and

Conv-RGB networks for 100, Conv-RGBD for 50 and the

remaining networks for 25 epochs. Conv-D and Conv-RGB

networks have a minibatch of size 24, whereas Conv-RGBD

has of size 16. The remaining networks do not have mini-

batching. The recurrent networks are trained with back-

propagation through time (BPTT) algorithm [39], where the

number of time steps D is 1.

We implemented all of our networks in the programming

language Julia [2] with the deep learning package Knet [42],

which provides GPU support. We used a single NVIDIA

K80 in a high performance cluster to train each network,

which took about between 6 hours and 2.5 days for a sin-

gle network, depending on the configuration and amount

of training data. At test time, our Conv-RGBD and LSTM-

RGBD networks perform semantic segmentation at 18 and

13 FPS (frames per second) on average for a single frame,

respectively. Our code and pretrained models will be made

available on GitHub.

We have two different setups for the Virtual KITTI

dataset. In all setups, we use all of the worlds in the dataset.

Setup 1 is designed to measure the variance of the networks

to the angle of the camera. 30-deg-left, 30-deg-right, clone

variations are used for training; 15-deg-left, 15-deg-right

variations are used for testing. Setup 2 is more challeng-

ing than the first setup; the first halves of all the variations

are used for training and the second halves are used for test-

ing. In the first setup there are 6378 train and 4252 test

images, and in the second setup there are 10630 train and

test images. We choose the best performing network on the

first setup and continue the rest of our experiments with that

network, which is the LSTM-RGBD network. Therefore, we

no longer train the RNN and GRU networks for setup 2.

The results acquired are provided in Table 6. In each

setup, the best performing network is written in bold. We

test both the linear and nonlinear depth encoding schemes

(described in Section 3) in setup 2, while in setup 1 we

experiment only using the linear depth encoding scheme.

We first observe that LSTM-RGBD and Conv-RGBD out-

perform all other networks in the first and second setups,

respectively. Although we expected LSTM-RGBD to be the

winner also in the second setup, this is not the case. This

might be due to the fact that the number of training images

in setup 2 is much higher than in setup 1 and the LSTM-

RGBD network cannot fully exploit the temporal informa-

tion on a scale this large. Despite slightly lower accuracy,

the LSTM-RGBD network outputs higher quality segmenta-

tions as in Figure 2, where the boundaries around the cars

are sharper and finer details are much more visible. We

also observe that, in setup 2, the nonlinear depth encod-

ing scheme increases the accuracy of depth-only LSTM-D

by 5.43% and reduces the gap between Conv-RGBD and

LSTM-RGBD from 0.48% to 0.14%. In any case, -RGBD

networks perform better in test accuracy and show the ad-

dition of depth information improves segmentation results

and quality.

Network Test Accuracy (%)

Conv-RGB 94.56

LSTM-RGB 95.22

Table 5. Results acquired on the DAVIS dataset.

For the experiments on the DAVIS dataset, we use all of

the video sequences provided in the dataset and train our

networks with the first halves of the sequences. The re-

maining second halves are used for testing. Since there is

no depth data provided in this dataset, we can not train -D

and -RGBD networks and only train -RGB networks.

Table 5 presents our results on the DAVIS dataset. LSTM-

RGB network architecture performs better in test accuracy

and provides higher quality visual segmentation outputs

compared to the Conv-RGB network as in Figure 3. The
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Network

Test Accuracy (%)

Setup 1 Setup 2 Setup 2

(linear encoding) (nonlinear encoding)

Conv-D 73.73 73.75 76.99

Conv-RGB 84.87 80.01 80.01

Conv-RGBD 85.81 82.70 82.76

RNN-D 69.58 - -

RNN-RGB 84.09 - -

RNN-RGBD 85.81 - -

LSTM-D 68.68 71.49 76.92

LSTM-RGB 85.26 79.95 79.95

LSTM-RGBD 86.23 82.22 82.62

GRU-D 69.81 - -

GRU-RGB 85.14 - -

GRU-RGBD 85.89 - -

Table 6. Results acquired on the Virtual KITTI dataset.

boundaries are sharper and the general shape of objects are

much more precise. Finer details are captured better by the

LSTM-RGB network, while the Conv-RGB network gener-

ates coarser segmentations.

6. Conclusion

In this paper, we have explored the performance of recur-

rent fully convolutional networks in the domain of RGB and

RGBD videos for the semantic segmentation task. Through

experiments, we have shown that fully convolutional net-

works possess the potential to benefit from depth infor-

mation when combined with RGB data. In adding recur-

rent layers to fully convolutional networks, we observe fur-

ther improvement in quantitative results and achieve bet-

ter quality in visual segmentation results. By transferring

weights from fully convolutional networks to recurrent con-

volutional networks, we manage to reduce the training time

of recurrent convolutional networks and also improve the

accuracy.

Our future goals are to explore the effects of increasing

the number of time steps used in backpropagation through

time in our recurrent networks. We also aim to improve

the input resolution, deepen our networks with more con-

volutional and recurrent layers and develop different fusion

methods by transfer learning from RGB to depth. Perform-

ing experiments on real RGBD video datasets, rather than

synthetic as in our current experiments, may also prove in-

teresting.
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