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Abstract

It has been well recognized that modeling object-to-object relations would be helpful for object detection. Nevertheless, the problem is not trivial especially when exploring the interactions between objects to boost video object detectors. The difficulty originates from the aspect that reliable object relations in a video should depend on not only the objects in the present frame but also all the supportive objects extracted over a long range span of the video. In this paper, we introduce a new design to capture the interactions across the objects in spatio-temporal context. Specifically, we present Relation Distillation Networks (RDN) — a new architecture that novelty aggregates and propagates object relation to augment object features for detection. Technically, object proposals are first generated via Region Proposal Networks (RPN). RDN then, on one hand, models object relation via multi-stage reasoning, and on the other, progressively distills relation through refining supportive object proposals with high objectness scores in a cascaded manner. The learnt relation verifies the efficacy on both improving object detection in each frame and box linking across frames. Extensive experiments are conducted on ImageNet VID dataset, and superior results are reported when comparing to state-of-the-art methods. More remarkably, our RDN achieves 81.8% and 83.2% mAP with ResNet-101 and ResNeXt-101, respectively. When further equipped with linking and rescoring, we obtain to-date the best reported mAP of 83.8% and 84.7%.

1. Introduction

The advances in Convolutional Neural Networks (CNN) have successfully pushed the limits and improved the state-of-the-art technologies of image and video understanding [16, 18, 19, 22, 24, 25, 35, 34, 37, 42, 43, 44]. As one of the most fundamental tasks, object detection in still images has attracted a surge of research interests and the recent meth-
relation to eventually enhance image object detection. Nevertheless, the extension of mining object relation in an image to a video is very challenging due to the complex spatio-temporal context. Both the objects in the reference frame and all the supportive objects extracted from nearby frames should be taken into account. This distinction leads to a huge rise in computational cost and memory demand if directly capitalizing on the measure of object relation in [17], not to mention that the increase of supportive object proposals results in more invalid proposals, which may affect the overall stability of relation learning. To alleviate these issues, we propose a new multi-stage module as illustrated in Figure 1(b). Our unique design is to progressively schedule relation distillation. We select object proposals with high objectness scores from all support frames and only augment the features of these proposals with object relation to further distill the relation with respect to proposals in reference frame. Such cascaded means, on one hand, could reduce computation and filter out invalid proposals, and on the other, refine object relation better.

By consolidating the idea of modeling object relation in spatio-temporal context, we novelly present Relation Distillation Networks (RDN) for boosting video object detection. Specifically, Region Proposal Network (RPN) is exploited to produce object proposals from the reference frame and all the support frames. The object proposals extracted from support frames are packed into supportive pool. The goal of our RDN is to augment the feature of each object proposal in the reference frame by aggregating its relation features over the proposals in the supportive pool. RDN employs multi-stage reasoning structure, which includes basic stage and advanced stage. In the basic stage, RDN capitalizes on all the proposals in the supportive pool to measure relation features measured on both appearance and geometry information. The interactions are explored holistically across all the supportive proposals in this stage irrespective of the validity of proposals. Instead, RDN in the advanced stage nicely selects supportive proposals with high objectness scores and first endows the features of these proposals with relation against all the supportive proposals. Such aggregated features then in turn strengthen the relation distillation with respect to proposals in the reference frame. The upgraded feature of each proposal with object relation is finally exploited for proposal classification and regression. Moreover, the learnt relation also benefit the post-processing of box linking. Note that our RDN is applicable in any region-based vision tasks.

2. Related Work

Object Detection. The recent advances in deep convolutional neural networks [16, 22, 43, 44] and well-annotated datasets [28, 40] have inspired the remarkable improvements of image object detection [5, 10, 11, 14, 15, 23, 26, 27, 30, 38, 39, 41]. There are generally two directions for object detection. One is proposal-based two-stage detectors (e.g., R-CNN [11], Fast R-CNN [10], and Faster R-CNN [39]), and the other is proposal-free one-stage detectors (e.g., SSD [30], YOLO [38], and RetinaNet [27]). Recently, motivated by the success of attention model in NLP field [9, 45], [17, 47] extend attention mechanisms to support computer vision tasks by exploiting the attention/relation among regions/CNN features. In particular, [17] presents an object relation module that models the relations of region proposals through the interaction between their appearance features and coordinates information. [47] plugs non-local operation into conventional CNN to enable the relational interactions within CNN feature maps, aiming to capture contextual information and eventually boost both object detection and video classification tasks.

The Relation Distillation Networks in our work is also a type of relation modeling among objects. Unlike [17] that is developed for object detection in images, ours goes beyond the mining of object relation within one image and aims to explore the object interactions across multiple frames in the complex spatio-temporal context of video object detection. Moreover, a progressive schedule of relation distillation is devised to refine object relations and meanwhile reduce the computational cost on measuring object relations between reference frame and all nearby support frames.

Video Object Detection. Generalizing still image detectors to video domain is not trivial due to the spatial and temporal complex variations existed in videos, not to mention that the object appearances in some frames may be deteriorated by motion blur or occlusion. One common solution to amed this problem is feature aggregation [1, 29, 49, 53, 54, 55] that enhances per-frame features by aggregating the features of nearby frames. Specifically, FGFA [54] utilizes the optical flow from FlowNet [7] to guide the pixel-level motion compensation on feature maps of adjacent frames for feature aggregation. [49] devises a spatio-temporal memory module to perform frame-by-frame spatial alignment for aggregation. Another direction of video object detection is box-level association [8, 13, 20, 21, 46] which associates bounding boxes from consecutive frames to generate tubelets via independent processes of linking/tracking. Seq-NMS [13] builds temporal graph according to jaccard overlap between bounding boxes of consecutive frames and searches the optimal path with highest confidence as tubelets. D&T [8] integrates a tracking formulation into R-FCN [5] to simultaneously perform object detection and across-frame track regression. [46] further extends FGFA [54] by calibrating the object features on box level to boost video object detection.

Despite both feature-level and box-level methods have generally enhanced video object detection with higher quantitative scores, the object relations are not fully ex-
exploited across frames for object detection in videos. In contrast, we exploit the modeling of object relations in spatio-temporal context to facilitate video object detection. To this end, we design a novel Relation Distillation Networks to aggregate and propagate object relation across frames to augment object features in a cascaded manner for detection.

3. RDN for Video Object Detection

In this paper, we devise Relation Distillation Networks (RDN) to facilitate object detection in videos by capturing the interactions across objects in spatio-temporal context. Specifically, Region Proposal Networks (RPN) is first exploited to obtain object proposals from the reference frame and all the support frames. RDN then aggregates and propagates object relation over the supportive proposals to augment the feature of each reference object proposal for detection. A multi-stage module is employed in RDN to simultaneously model object relation via multi-stage reasoning and progressively distill relation through refining supportive object proposals with high objectness scores in a cascaded manner. The learnt relation can be further exploited in both classification & regression for detection and the detection box linking in post-processing. An overview of our RDN architecture is depicted in Figure 2.

3.1. Overview

Notation. In the standard task of video object detection, we are given a sequence of adjacent frames \( \{ I_t \}_{t=T}^{T+\tau} \) where the central frame \( I_t \) is set as the reference frame. The whole sequence of adjacent frames \( \{ I_t \}_{t=T}^{T+\tau} \) is taken as support frames and \( \tau \) represents the temporal spanning range of support frames. As such, the goal of video object detection is to detect objects in reference frame \( I_t \) by additionally exploiting the spatio-temporal correlations in the support frames. Since the ultimate goal is to model object relation in spatio-temporal context to boost video object detection, RPN is first leveraged to generate object proposals of reference frame and all support frames. The set of selected top-\( K \) object proposals from reference frame is denoted as \( \mathbf{R}^r = \{ \mathbf{R}^r_t \} \). All the top-\( K \) object proposals from support frames are grouped as the supportive pool, denoted as \( \mathbf{R}^s = \{ \mathbf{R}^s_t \} \). In addition, we further refine the supportive pool \( \mathbf{R}^s \) by sampling \( r\% \) supportive object proposals with high objectness scores, leading to the advanced supportive pool \( \mathbf{R}^{sa} = \{ \mathbf{R}^{sa}_t \} \). Both of the supportive pool \( \mathbf{R}^s \) and advanced supportive pool \( \mathbf{R}^{sa} \) will be utilized in our devised Relation Distillation Networks to enable the progressive scheduling of relation distillation.

Problem Formulation. Inspired by the recent success of exploring object relations in various vision tasks (e.g., recognition [48] and object detection [17]), we formulate our video object detection method by modeling interactions between objects in spatio-temporal context to boost video object detectors. Given the set of reference proposals \( \mathbf{R}^r \), the supportive pool \( \mathbf{R}^s \) and the advanced supportive pool \( \mathbf{R}^{sa} \), we are interested to progressively augment the fea-

![Figure 2. An overview of Relation Distillation Networks (RDN) for video object detection. Given the input reference frame \( I_t \) and all support frames \( \{ I_t \}_{t=T}^{T+\tau} \), Region Proposal Networks (RPN) is first employed to produce object proposals (i.e., Region of Interests (RoI)) from reference frame and all support frames. We select the top-\( K \) object proposals from reference frame as the reference object set \( \mathbf{R}^r \) and pack all the top-\( K \) object proposals from support frames into the supportive pool \( \mathbf{R}^s \). After that, RDN is devised to augment the feature of each reference proposal in \( \mathbf{R}^r \) by aggregating its relation features over the supportive proposals in \( \mathbf{R}^s \), enabling the modeling of object relations in spatio-temporal context. Specifically, RDN is a multi-stage module which contains basic stage and advanced stage to support multi-stage reasoning and relation distillation. In basic stage, all supportive proposals in \( \mathbf{R}^s \) are leveraged to measure the relation feature of each reference proposal in \( \mathbf{R}^r \) via exploring the interactions across all the supportive proposals, outputting a set of refined reference proposals \( \mathbf{R}^{r1} \). In the advanced stage, we first select \( r\% \) supportive proposals in \( \mathbf{R}^s \) with high objectness scores to form the advanced supportive pool \( \mathbf{R}^{sa} \), where the feature of each supportive proposal is endowed with relation against all the supportive proposals. Such aggregated features then in turn strengthen the relation distillation with respect to proposals in \( \mathbf{R}^{r1} \) from basic stage. Finally, the upgraded features of all reference proposals \( \{ \mathbf{R}^{r2}_i \} \) output from advanced stage is exploited for proposal classification and regression. ](image-url)
ture of each reference proposal in $R^r$ with distilled relations against supportive proposals in $R^s$ and $R^{sa}$. To do this, a novel Relation Distillation Networks is built based on the seminal detector Faster R-CNN [39]. A multi-stage reasoning structure consisting of basic and advanced stages is adopted in RDN for progressively scheduling relation distillation in a cascaded manner. Such design of cascaded means not only reduces computation and filters out invalid proposals, but also progressively refines object relations of reference proposals against supportive ones to boost detection. Most specifically, in the basic stage, all supportive proposals in $R^s$ are utilized to measure relation features of reference proposals in $R^r$ on both appearance and geometry information. As such, the output set of refined reference proposals $R^{r1} = \{R^{r1}_i\}$ from basic stage is obtained via a stacked relation module which explores the interactions between reference proposals and all supportive proposals irrespective of the validity of proposals. In the advanced stage, we first enhance the feature of each selected supportive proposal in the advanced supportive pool $R^{sa}$ with relation against all the supportive proposals in $R^s$. Such aggregated features of distilled supportive proposals then in turn strengthen the relation distillation with respect to reference proposals in $R^{r1}$ output from basic stage. Once the upgraded reference proposals $R^{r2} = \{R^{r2}_i\}$ from advanced stage are obtained, we directly exploit them to improve object detection in reference frame. More details about the multi-stage reasoning structure of our RDN will be elaborated in Section 3.3. Moreover, by characterizing the natural interactions between objects across frames, the learnt relations can be further leveraged to guide detection box linking in post-processing, which will be presented in Section 3.4.

### 3.2. Object Relation Module

We begin by briefly reviewing object relation module [17] for object detection in images. Motivated from Multi-Head Attention in [45], given the input of proposals $R = \{R_i\}$, object relation module is devised to enhance each proposal $R_i$ by measuring $M$ relation features as the weighted sum of appearance features from other proposals. Note that we represent each object proposal with its geometric feature $g_i$ (i.e., the 4-dimensional coordinates of object proposal) and appearance feature $f_i$ (i.e., the RoI pooled feature of object proposal). Formally, the $m$-th relation feature of proposal $R_i$ is calculated on $R$:

$$f_{rela}(R_i, R) = \sum_j \omega_{ij}^m \cdot (W_i^m \cdot f_j), \quad m = 1, \ldots, M, \quad (1)$$

where $W_i^m$ denotes the transformation matrix. $\omega_{ij}$ is an element in relation weight matrix $\omega$ and represents the pairwise relation between proposals $R_i$ and $R_j$ which is measured based on their appearance and geometric features. By concatenating all the $M$ relation features of each proposal $R_i$ and its appearance feature, we finally obtain the relation-augmented feature output from object relation module:

$$f_{rm}(R_i, R) = f_i + \text{concat}([f_{rela}(R_i, R)]_{m=1}^M). \quad (2)$$

### 3.3. Relation Distillation Networks

Unlike [17] that explores object relations within an image for object detection, we facilitate the modeling of object relations in video object detection by exploiting the object interactions across multiple frames under the complex spatio-temporal context. One natural way to extend the relation-augmented detector in image to video is to capitalize on the object relation module in [17] to measure the interactions between the objects in reference frame and all supportive objects from nearby frames. Nevertheless, such way will lead to a huge rise in computational cost, not to mention that the increase of supportive proposals results in more invalid proposals and the overall stability of relation learning will be inevitably affected. To alleviate this issue, we devise Relation Distillation Networks to progressively schedule relation distillation for enhancing detection via a multi-stage reasoning structure, which contains basic stage and advanced stage. The spirit behind follows the philosophy that basic stage explores relations holistically across all the supportive proposals with respect to reference proposals, and advanced stage progressively distills relations via refining supportive proposals, which are augmented with relations to further strengthen reference proposals.

**Basic Stage.** Formally, given the set of reference proposals $R^r$ and the supportive pool $R^s$, the basic stage predicts the relation features of each reference proposal as the weighted sum of features from all supportive proposals via a stacked relation module:

$$R^{r1} = N_{\text{basic}}(R^r, R^s), \quad (3)$$

where $N_{\text{basic}}(\cdot)$ represents the function of the stacked relation module in basic stage and $R^{r1}$ denotes the output enhanced reference proposals from basic stage. Please note that in the complex spatio-temporal context of video object detection, a single relation module is insufficient to model the interactions between objects among multiple frames. Therefore, we iterate the relation reasoning in a stacked manner equipped with $N_b$ object relation modules to better characterize the relations across all the supportive proposals with regard to reference proposals. Specifically, for the $k$-th object relation module in basic stage, the $i$-th reference proposal is augmented with the relation features over all proposals in supportive pool $R^s$:

$$R^{r1,k}_i = \begin{cases} f_{rm}(R^r_i, R^s), & k = 1, \\ f_{rm}(h(R^{r1,k-1}_i), R^s), & k > 1, \end{cases} \quad (4)$$

where $h(\cdot)$ denotes the feature transformation function implemented with a fully-connected layer plus ReLU. Each
Algorithm 1 Inference Algorithm of our RDN

1: Input: video frames \{I_t\}, temporal spanning range \(T\).
2: for \(t = 1\) to \(T + 1\) do
3: \(R_t = N_{RoI}(I_t)\) \(\triangleright\) region proposal and feature extraction
4: \(R_t^a = \text{Sample}_{top-K}(R_t)\) \(\triangleright\) sample top-\(K\) proposals
5: end for
6: for \(t = 1\) to \(\infty\) do
7: \(R^t = R_t\) \(\triangleright\) reference proposal set
8: \(R^a = R_{max(1,t,T)} \cup \cdots \cup R_{t+T}\) \(\triangleright\) supportive pool
9: \(R^{r1} = N_{basic}(R^t, R^a)\) \(\triangleright\) basic stage
10: \(R_{sa} = \text{Sample}_{top-r\%}(R^a)\) \(\triangleright\) sample top-\(r\%-\) proposals
11: \(R^{r2} = N_{adv}(R^{r1}, R_{sa}, R^{sa})\) \(\triangleright\) advanced stage
12: \(D_t = N_{det}(R^{r2})\) \(\triangleright\) classification and regression
13: \(R_{t+1} = N_{RoI}(I_{t+1})\)
14: \(R_{t+1}^a = \text{Sample}_{top-K}(R_{t+1})\)
15: update proposal feature buffer
16: end for
17: Output: detection results \(\{D_t\}\)

where \(R_t^r\) denotes the \(i\)-th refined supportive proposal. After that, the refined supportive proposals \(R^a = \{R_t^r\}\) are utilized to further distill the relation with respect to reference proposals \(R^{r1}\) from basic stage:

\[
R_t^{r2} = f_{rm}(R_t^{r1}, R^a),
\]

where \(R_t^{r2}\) denotes the \(i\)-th upgraded reference proposal. Finally, all the upgraded reference proposals \(R^{r2} = \{R_t^{r2}\}\) are exploited for proposal classification and regression.

Training and Inference. At training stage, we adopt the strategy of temporal dropout [54] to randomly select two support frames \(I_{t+\tau_1}\) and \(I_{t+\tau_2}\) \(\tau_1, \tau_2 \in [-T, T]\) from the adjacent frames \(\{I_t\}_{t=-T}^{T}\). Accordingly, the whole RDN is optimized with both classification and regression loss over the relation-augmented reference proposals \(R^{r2}\) from advanced stage in an end-to-end manner.

During inference, we follow [54] and sequentially process each frame with a sliding proposal feature buffer of adjacent frames \(\{I_t\}_{t=-T}^{T}\). The capacity of this proposal feature buffer is set as the length of adjacent frames (i.e., \(2T + 1\)), except for the beginning and ending \(T\) frames. The detailed inference process of RDN is given in Algorithm 1.

3.4. Box Linking with Relations

To further boost video object detection results by re-scoring individual detection boxes among consecutive frames, we adopt the post-processing of linking detection boxes across frames as in [12, 13, 21]. Despite the box-level post-processing methods have generally enhanced video object detection with higher quantitative scores, the object relations between detection boxes are not fully studied for box linking. In contrast, we integrate the learnt object-to-object relations into post-processing of box linking to further propagate the confidence scores among high-related detection boxes and thus improve the detection.

Specifically, we formulate the post-processing of box linking as an optimal path finding problem. Note that since the box linking is independently applied for each class, we omit the notation of class here for simplicity. Given two detection boxes \(d_i^t\) and \(d_{j+1}^{t+1}\) from consecutive frames \(I_t\) and \(I_{t+1}\), the linking score between them is calculated as:

\[
S(d_i^t, d_{j+1}^{t+1}) = \{s_i^t + s_j^{t+1} + ilou(d_i^t, d_{j+1}^{t+1})\} \cdot e^{\bar{\omega}_{ij}},
\]

where \(s_i^t\) and \(s_j^{t+1}\) are confidence scores of the two boxes, and \(ilou(\cdot)\) indicates jaccard overlap. \(\bar{\omega}_{ij}\) represents the pairwise relation weight between the two boxes \(d_i^t\) and \(d_{j+1}^{t+1}\), which is measured as the average of all the \(M\) relation weights obtained in the last relation module at basic stage:

\[
\bar{\omega}_{ij} = \frac{1}{M} \sum_{m=1}^M \omega_{ij}^m.
\]

Accordingly, for each class, we seek the optimal path as:

\[
\vec{P}^* = \arg \max_{\vec{P}} \frac{1}{L} \sum_{t=1}^{L-1} S(D_t, D_{t+1}),
\]

where \(\vec{P}^*\) denotes the optimal sequence of linked boxes.
where $D_t = \{d_t^i\}$ denotes the set of detection boxes in frame $I_t$ and $L$ is the duration of video. This problem can be solved by Viterbi algorithm [12]. Once the optimal path for linking boxes is obtained, we follow [8] and re-score detection boxes in each tube by adding the average value of the top-50% classification score of boxes in this path.

4. Network Architecture

**Backbone.** We exploit two kinds of backbones, i.e., ResNet-101 [16] and ResNeXt-101-64×4d [50], for our RDN. Specifically, to enlarge the resolution of feature maps, we modify the stride of first conv block in last stage of convolutional layers from 2 to 1. As such, the effective stride in this stage is changed from 32 to 16 pixels. Besides, all the $3 \times 3$ conv layers in this stage are modified by the “hole algorithm” [4, 32] (i.e., “atrous convolution” [31]) to compensate for the receptive fields.

**Region Feature Extraction.** We utilize RPN [39] on the top of conv4 stage for region feature extraction. In particular, we leverage 12 anchors with 4 scales $\{64^2, 128^2, 256^2, 512^2\}$ and 3 aspect ratios $\{1:2:1:1:2:1\}$ for classification and regression. During training and inference, we first pick up 6,000 proposals with highest objectness scores and then adopt Non Maximum Suppression (NMS) with threshold of 0.7 Intersection-over-Union (IoU) to obtain $N = 300$ proposals for each frame. After generating region proposals, we apply RoI pooling followed by a 1,024-d fully-connected layer on the top of conv5 stage to extract RoI feature of each proposal.

**Relation Distillation Networks.** For each relation module in RDN, the number of relation features is set as $M = 16$. The dimension of each relation feature is 64. As such, by concatenating all the $M = 16$ relation features as in Equation 2, the dimension of relation-augmented feature output from relation module is 1,024. In basic stage, we stack $N_0 = 2$ relation modules. In advanced stage, one relation module is first employed to enhance proposals in advanced supportive pool $R^{sa}$. Next we apply another relation module to strengthen the reference proposals output from basic stage. Finally, we utilize two parallel branches (i.e., classification and regression) to obtain detection boxes based on the refined RoI features from advanced stage.

5. Experiments

5.1. Dataset and Evaluation

We empirically verify the merit of our RDN by conducting experiments on ImageNet object detection from video (VID) dataset [40]. The ImageNet VID dataset is a large-scale benchmark for video object detection task, consisting of 3,862 training videos and 555 validation videos from 30 classes. Given the fact that the ground truth of the official testing set are not publicly available, we follow the widely adopted setting as in [8, 20, 46, 49, 54, 53] to report mean Average Precision (mAP) on validation set.

Following the common protocols in [8, 46, 49, 54], we utilize both ImageNet VID and ImageNet object detection (DET) dataset to train our RDN. Since the 30 classes in ImageNet VID are a subset of 200 classes in ImageNet DET dataset, we adopt the images from overlapped 30 classes in ImageNet DET for training. Specifically, due to the redundancy among adjacent frames, we sample 15 frames from each video in ImageNet VID for training. For ImageNet DET, we select at most 2,000 images from each class to make the class distribution more balanced.

5.2. Implementation Details

At training and inference stages, the temporal spanning range is set as $T = 18$. We select the top $K = 75$ proposals with highest objectness scores from each support frame and pack them into the supportive pool $R^s$. We obtain the advanced supportive pool $R^{sa}$ by sampling 20% supportive proposals with highest objectness scores from $R^s$.

We implement RDN mainly on Pytorch 1.0 [36]. The input images are first resized so that the shorter side is 600 pixels. The whole architecture is trained on four Tesla V100 GPUs with synchronized SGD (momentum: 0.9, weight decay: 0.0001). There is one mini-batch in each GPU and each mini-batch contains one image/frame. For reference frame, we sample 128 RoIs with a ratio of 1:3 for positive/negatives. We adopt a two-phase strategy for training our RDN. In the first phase, we train the basic stage together with backbone & RPN over the combined training set of ImageNet VID and ImageNet DET for 120k iterations. The learning rate is set as 0.001 in the first 40k iterations and 0.0001 in the next 40k iterations. In the second phase, the whole RDN architecture is trained on the combined training set with another 60k iterations. The learning rate is set as 0.001 in the first 40k iterations and 0.0001 in the last 20k iterations. The whole procedure of training takes about 15 hours in the first phase and 8 hours in the second phase. At inference, we adopt NMS with a threshold of 0.5 IoU to suppress reduplicate detection boxes.

5.3. Performance Comparison

**End-to-End models.** The performances of different end-to-end video object detection models on ImageNet VID

<table>
<thead>
<tr>
<th>Methods</th>
<th>Backbone</th>
<th>Base Detector</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGFA [54]</td>
<td>ResNet-101</td>
<td>R-FCN</td>
<td>76.3</td>
</tr>
<tr>
<td>FGFA [54]</td>
<td>ResNet-101</td>
<td>Faster R-CNN</td>
<td>77.5</td>
</tr>
<tr>
<td>MANet [46]</td>
<td>ResNet-101</td>
<td>R-FCN</td>
<td>78.1</td>
</tr>
<tr>
<td>RDN</td>
<td>ResNet-101</td>
<td>Faster R-CNN</td>
<td>81.8</td>
</tr>
<tr>
<td>RDN</td>
<td>ResNet-101-64×4d</td>
<td>Faster R-CNN</td>
<td>83.2</td>
</tr>
</tbody>
</table>

Table 1. Performance comparison with state-of-the-art end-to-end video object detection models on ImageNet VID validation set.
Table 2. Performance comparison with state-of-the-art video object detection methods plus post-processing on ImageNet VID validation set. BLR: Box Linking with Relations in Section 3.4.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Backbone</th>
<th>Base Detector</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-CNN[21]</td>
<td>ResNet-101</td>
<td>R-CNN</td>
<td>73.8</td>
</tr>
<tr>
<td>FGFA [54] + [13]</td>
<td>ResNet-101 Inception-ResNet</td>
<td>R-FCN</td>
<td>78.4</td>
</tr>
<tr>
<td>D&amp;T [8]</td>
<td>ResNet-101</td>
<td>Faster R-CNN</td>
<td>79.8</td>
</tr>
<tr>
<td>STMN [49]</td>
<td>ResNet-101</td>
<td>R-FCN</td>
<td>80.5</td>
</tr>
<tr>
<td>RDN + [13]</td>
<td>ResNet-101</td>
<td>Faster R-CNN</td>
<td>82.6</td>
</tr>
<tr>
<td>RDN + [12]</td>
<td>ResNet-101 Inception-v4</td>
<td>Faster R-FCN</td>
<td>82.0</td>
</tr>
<tr>
<td>RDN + BLR</td>
<td>ResNet-101</td>
<td>Faster R-FCN</td>
<td>83.8</td>
</tr>
</tbody>
</table>

Table 3. Performance comparisons across different ways on the measure of object relation, i.e., Faster R-CNN on single frame irrespective of relation, stacked relation within frame in [17]. RDN with relation only in basic stage (BASIC), full version of RDN with advanced stage (ADV). The backbone is ResNet-101.

<table>
<thead>
<tr>
<th>Methods</th>
<th>BASIC</th>
<th>ADV</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster R-CNN + BASIC</td>
<td>✓</td>
<td>✓</td>
<td>80.9</td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td>✓</td>
<td>✓</td>
<td>81.8</td>
</tr>
</tbody>
</table>

5.4. Experimental Analysis

**Ablation Study.** Here we study how each design in our RDN influences the overall performance. Faster R-CNN [39] simply executes object detection on single frame irrespective of object relation. [17] models relation in an image via stacked relation modules. We extend this idea to learn the interactions between objects in a video frame and re-implement [17] in our experiments. The run of Faster R-CNN + BASIC only exploits the basic stage for relation reasoning and RDN further integrates the advanced stage.

Table 3 details the performances across different ways on the measure of object relation. Directly performing Faster R-CNN on single frame achieves 75.4% of mAP. The mining of relation in [17] leads to a boost of 3.1%. The results verify the idea of exploring object relation to improve video object detection, even in cases when the relation is measured within each frame. By capturing object interactions across frames in the basic stage, Faster R-CNN + BASIC boosts up the mAP from 75.4% to 80.9%. The improvements indicate learning relation in spatio-temporal context is superior to spatial dimension only. RDN is benefited from the mechanism of cascaded relation distillation in advanced stage and the mAP of RDN finally reaches 81.8%.

**Effect of Temporal Spanning Range T.** To explore the effect of temporal spanning range $T$ in our RDN, we show...
the performance and run time by varying this number from 3 to 24 within an interval of 3 in Table 4. The best performance is attained when the temporal spanning range is set to $T = 18$. In particular, once the temporal spanning range is larger than 12, the performances are less affected with the change of the temporal spanning range, which eases the selection of the temporal spanning range in our RDN practically. Meanwhile, enlarging the temporal spanning range generally increases run time at inference. Thus, the temporal spanning range is empirically set to 18, which is a good tradeoff between performance and run time.

**Effect of Relation Module Number $N_b$ in Basic Stage.** Table 5 shows the performances of employing different number of relation module in basic stage. In the extreme case of $N_b = 0$, no relation module is utilized and the model degenerates to Faster R-CNN on single frame. With the use of only one relation module, the mAP is increased from 75.4% to 79.4%. That basically validates the effectiveness of modeling relation for object detection. The mAP is further boosted up to 80.9% with the design of two modules but the performance slightly decreases when stacking more modules. We speculate that this may be the result of unnecessary information repeat from support frames and that double proves the motivation of designing the advanced stage in RDN. In practice, the number $N_b$ is generally set to 2.

**Effect of Sampling Number $K$ in Basic Stage and Sampling Ratio $r$% in Advanced Stage.** We firstly vary $K$ from 25 to 300 in basic stage to explore the relationship between the performance/run time and the sampling number $K$. As shown in Table 6, the performances are very slightly affected with the change of sampling number $K$. Specifically, the best performance is attained when the sampling number $K$ is 75. Meanwhile, the run time at inference is gradually increased when enlarging the sampling number. Therefore, we set the sampling number $K$ to 75 practically. Next, to investigate the effect of sampling ratio $r$% in advanced stage, we further compare the results of performance and run time by varying the sampling ratio from 10% to 100% in Table 7. The best performance is obtained when the sampling ratio is set as 20%. Meanwhile, the performances are relatively smooth when the sampling ratio varies. That practically eases the selection of of the sampling ratio $r$% in advanced stage. In addition, when the sampling ratio increases, the run time is significantly increased. Accordingly, the sampling ratio is empirically set as $r = 20\%$, which seeks a better tradeoff between performance and run time.

**Complementarity of Two Stages.** In RDN, basic stage augments reference proposals with relation features of supportive proposals, which enhances reference proposals with first-order relation from supportive proposals on a star-graph. Then advanced stage progressively samples supportive proposals with high objectness scores and first enhances sampled/advanced proposals with relation against all supportive proposals. In this way, the advanced supportive proposals is endowed with first-order relation from supportive proposals on a full-connected graph. Next, advanced stage strengthens reference proposals with advanced supportive proposals. As such, the reference proposals are further endowed with higher-order relation from supportive proposals, which are naturally complementary to basic stage.

### 6. Conclusions

We have presented Relation Distillation Networks architecture, which models object relation across frames to boost video object detection. Particularly, we study the problem from the viewpoint of employing multi-stage reasoning and scheduling relation distillation progressively. To verify this, we utilize RPN to generate object proposals in the reference and support frames. The supportive pool is comprised of all the proposals extracted from support frames. In the basic stage, RDN measures the relation of each object proposal in reference frame over all the proposals in the supportive pool and augments the features with relation. In the advanced stage, RDN self adjusts the selected supportive proposals with the relation against all the supportive ones firstly and then capitalizes on such selected proposals to distill the relation of each proposal in reference frame. Extensive experiments conducted on ImageNet VID dataset validate our proposal and analysis. More remarkably, we achieve to date the best reported mAP of 84.7%, after post-processing of linking and rescoring.
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