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Abstract

In single image super-resolution (SISR), given a low-

resolution (LR) image, one wishes to find a high-resolution

(HR) version of it which is both accurate and photo-

realistic. Recently, it has been shown that there exists a

fundamental tradeoff between low distortion and high per-

ceptual quality [3], and the generative adversarial net-

work (GAN) is demonstrated to approach the perception-

distortion (PD) bound effectively. In this paper, we pro-

pose a novel method based on wavelet domain style trans-

fer (WDST), which achieves a better PD tradeoff than the

GAN based methods. Specifically, we propose to use 2D sta-

tionary wavelet transform (SWT) to decompose one image

into low-frequency and high-frequency sub-bands. For the

low-frequency sub-band, we improve its objective quality

through an enhancement network. For the high-frequency

sub-band, we propose to use WDST to effectively improve

its perceptual quality. By feat of the perfect reconstruction

property of wavelets, these sub-bands can be re-combined

to obtain an image which has simultaneously high objective

and perceptual quality. The numerical results on various

datasets show that our method achieves the best trade-off

between the distortion and perceptual quality among the ex-

isting state-of-the-art SISR methods.

1. Introduction

Single image super-resolution (SISR) aims to restore

a high-resolution (HR) image from a low-resolution (LR)

one. In this context, some methods focus on improving

the objective image quality, through minimizing the mean

squared error (MSE) between the restored and the ground-

truth images [6, 22, 12, 13, 15, 30, 31]. Other meth-

ods aim to improve the perceptual image quality, through

minimizing the perceptual loss using adversarial training

[14, 21, 19]. The methods driven by objective quality

can achieve low distortion but with poor perceptual quality,

while the other category can generate photo-realistic images

but with large MSE distortion. We wish to obtain a super-

resolved image which is both accurate and photo-realistic.

However, as pointed out in [3], there exists a tradeoff be-

tween the ability to achieve low MSE and high perceptual

quality.

A natural approach to achieve this tradeoff is to train a

generative adversarial network (GAN) to minimize a com-

bined MSE and adversarial loss, which has been tried by

both SRGAN-MSE [14] and ENet [21]. However, the train-

ing process is extremely unstable. On the one hand, the

adversarial loss encourages the synthesis of high-frequency

details in the results [21]. On the other hand, since these

high-frequency details are not in the right place, the MSE

distortion is increased. This unstable training may lead to

many undesirable artifacts in the restored image, as shown

in Fig. 1. To avoid this, ESRGAN [27], which is the win-

ner of the PIRM challenge [2], proposed to train two sepa-

rate networks with the low MSE and high perceptual quality

targets, respectively. The two networks are then interpo-

lated to achieve a compromise on the objective and percep-

tual quality. However, the network interpolation requires

that the two networks have exactly the same architectures,

which strongly limits their performance. Instead of the net-

work interpolation, the image fusion method can be more

flexible, since it has no constraint on the network structure.

Given one image with high objective quality and another

image with high perceptual quality, image fusion aims to

fuse them to obtain an image with both high objective and

perceptual quality. Recently, Deng [5] proposed to combine

the two images using image style transfer. However, since

the style transfer is performed in pixel domain, it is difficult

to preserve the structure and texture information. As shown

in Fig. 1, the structure of the wall is severely affected.

Another disadvantage of Deng [5] is that it tries to op-
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Figure 1. Perception-distortion performance of different SISR methods. The blue points represent methods aiming for objective quality,

the green points represent methods aiming for perceptual quality, and the orange points represent methods aiming for a trade-off between

perception and distortion. The higher PSNR value indicates better objective quality and the higher perceptual score indicates better

perceptual quality. The bottom left corner is the best. Our method achieves the best trade-off among all the ”orange” methods.

timize the objective and perceptual quality as a whole, but

the objective and perceptual quality are influenced by dif-

ferent elements in an image. When they are optimized as a

whole, the increase of objective quality may lead to the de-

crease of perceptual quality, and vice versa. To achieve the

best tradeoff, we should separate the elements affecting the

objective quality from those affecting the perceptual qual-

ity, and optimize each of them separately. In this paper, we

propose to use wavelet transform to achieve this separation,

since wavelet can split an image into one low-frequency and

several high-frequency sub-bands. We find that the low-

frequency sub-band plays an important role in the objective

quality, while the high-frequency sub-bands can affect the

perceptual quality significantly. After separation, to obtain

the best tradeoff, we use an enhancement network to im-

prove the objective quality of the low-frequency sub-band,

and wavelet domain style transfer to improve the perceptual

quality of the high-frequency sub-bands.

Note that in this paper, we are not aiming for a new SISR

method towards high perceptual or objective image qual-

ity, which has been extensively explored recently. Instead,

we propose a novel image fusion method which combines

two images to achieve the best tradeoff between the percep-

tion and distortion, as shown in Fig. 1. Our method over-

comes many drawbacks of the existing methods. For exam-

ple, compared with SRGAN-MSE [14], we do not need to

train a deep network, and thus we have no concerns on the

stability of training. Compared with ESRGAN [27], we are

more flexible with the choice of the network architecture,

which gives us more freedom to achieve the best PD trade-

off. Compared with Deng [5], we split the elements affect-

ing the objective quality from those affecting the perceptual

quality, and we perform the style transfer in the wavelet do-

main with new techniques. All these contribute to higher

reconstruction performance and a better PD tradeoff.

The main contributions of this work are as follows:

• We show the relationship between the objec-

tive/perceptual image quality and the wavelet sub-

bands, which lays an important foundation to push for-

ward the PD performance. Through the wavelet sepa-

ration, the objective and perceptual quality is allowed

to be enhanced separately, with little influence on the

other, which leads to a better PD tradeoff.

• We propose a wavelet domain style transfer (WDST)

algorithm with a new defined loss function, to achieve

an effective tradeoff between distortion and percep-

tion. To the best of our knowledge, we are the first

to apply style transfer in the wavelet domain towards a

good PD tradeoff in SISR.

• We test the performance of our method on various

datasets. Compared with other state-of-the-art meth-

ods, our method achieves a better tradeoff between the

objective and perceptual quality.

2. Related work

SISR methods for objective quality. To improve the

objective quality, most methods try to minimize the MSE

loss between the reconstructed image and the ground-truth.

Traditional methods rely on dictionary learning to learn the

mapping from LR patches to HR patches [28, 29, 25]. The

state-of-the-art methods trained a specially-designed deep

neural network to minimize the MSE loss between the LR

and HR images[6, 12, 22, 15, 8, 31, 30]. This kind of meth-

ods can generate HR images with high objective quality.

However, these images are often visually unpleasant with

blurred edges, due to the absence of high-frequency details,

especially for large upscaling factors.

SISR methods for perceptual quality. Since the MSE

loss cannot measure the perceptual similarity between two

images, Ledig et.al [14] proposed to minimize the percep-

tual loss which was defined as a weighted sum of VGG loss

and adversarial loss. The VGG loss is good at represent-

ing the perceptual similarity between two images, and the
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adversarial loss can make the restored image look realistic.

Later, Saggadi et.al [21] proposed to add a texture matching

loss to the VGG loss and adversarial loss, which achieved

good results in reconstructing images with high perceptual

quality. Recently, Mechrez et.al [19] proposed the contex-

tual loss to make the internal statistics of the restored image

similar to the ground-truth, which leads to more realistic

images.

SISR methods for tradeoff between objective and

perceptual quality. Both [14] and [21] have tried to op-

timize the objective and perceptual quality simultaneously.

Specifically, in [14], the SRGAN-MSE method is proposed

to minimize the combined loss of MSE and adversarial

losses. In [21], another texture matching loss is added to

the MSE and adversarial loss to make the training pro-

cess more stable. However, their results still suffer from

blocking and noisy artifacts. Choi et.al [4] trains a multi-

scale super-resolution model with a discriminator network

and two qualitative score predictors, which achieves high

perceptual quality while preserving the objective quality.

Most recently, ESRGAN [27] proposed to train two net-

works which aim to enhance the objective and perceptual

quality, respectively, and then these two networks are in-

terpolated to achieve a tradeoff between the objective and

perceptual quality. The work most related with ours is [5],

which also uses style transfer to combine two images. How-

ever, in [5], the style transfer algorithm is performed in the

pixel domain, and it has no technique to split the objective

and perceptual quality related elements from each other. As

a result, the objective and perceptual quality are optimized

as a whole, which significantly decreases the perception-

distortion performance.

3. Proposed method

Stationary wavelet transform. The wavelet transform

allows the multi-resolution analysis of images [10]. The

classical discrete wavelet transform (DWT) has a drawback,

i.e., it is not shift-invariant. The stationary wavelet trans-

form (SWT), also known as undecimated wavelet trans-

form, overcomes this drawback by removing the downsam-

pling operation in DWT [24]. Fig. 2 illustrates the 2D SWT

process for 2 level decomposition. Suppose that H0 and

G0 are the low-pass and high-pass filters of a standard 1D

wavelet decomposition, we can obtain the z transform of

LL, LH , HL, and HH sub-bands at the i-th level through

the following formulations:

LLi(zx, zy) = H0(z
2
i−1

y )H0(z
2
i−1

x )LLi−1(zx, zy), (1)

LHi(zx, zy) = G0(z
2
i−1

y )H0(z
2
i−1

x )LLi−1(zx, zy), (2)

HLi(zx, zy) = H0(z
2
i−1

y )G0(z
2
i−1

x )LLi−1(zx, zy), (3)

HHi(zx, zy) = G0(z
2
i−1

y )G0(z
2
i−1

x )LLi−1(zx, zy), (4)
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Figure 2. Illustration of two level 2D stationary wavelet transform

(SWT) of image X , with H0 and G0 as the low-pass and high-pass

filters, respectively.

where the LLi−1 is the LL sub-band at the (i − 1)-
th level, with LL0 as the input image X . After the

N -th level decomposition, we obtain (3N+1) wavelet

sub-bands with the same size as the input image, i.e.,

LLN , {LHi}
N
i=1

, {HLi}
N
i=1

, {HHi}
N
i=1

, where LLN con-

tains the low-frequency information at the N -th level, LHi,

HLi and HHi contain the horizontal, vertical and diagonal

details at the i-th level, respectively.

Motivation. The 2D SWT can decompose an image

into multiple sub-bands, including one low-frequency and

several high-frequency sub-bands. Our key insight here is

that the low-frequency sub-band has a significant effect on

the objective quality of the image, while the high-frequency

sub-bands affect the perceptual quality significantly. To ver-

ify that, we consider two super-resolved images: Ap with

high perceptual quality but low objective quality, and Ao

with high objective quality but low perceptual quality. Fig.

3 shows these two images, together with the histograms of

their sub-bands after SWT. Here, Ap and Ao are obtained

using the existing SISR methods CX [19] and EDSR [15],

respectively. We use peak signal-to-noise ratio (PSNR) to

measure the objective quality, and NRQM [16] to mea-

sure the perceptual quality following [19]. Note that larger

PSNR and NRQM values indicate better objective and per-

ceptual quality, respectively. As shown in Fig. 3, the high-

frequency sub-bands (i.e., LH, HL, HH) of Ap have quite

similar histogram distributions as the ground-truth, but that

is not the case for Ao. Since the high-frequency sub-bands

contain the detail information, this can explain why Ap has

high perceptual quality. For the LL sub-band, Ao has a more

similar histogram as the ground-truth than Ap, which is one

of the reasons why Ao has high objective quality.

In order to further verify our observation, a simple sub-

stitution experiment is performed as follows. We replace

the low-frequency sub-band of Ap with that of Ao, and keep

all its high-frequency sub-bands. These sub-bands are com-

bined via 2D inverse SWT (ISWT) to obtain a reconstructed

image Ãp. Likewise, we replace the low-frequency sub-
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Figure 3. The first row shows the histograms of different sub-bands of Ap which has high perceptual quality but low objective quality. The

second row shows the histograms of different sub-bands of Ao which has high objective quality but low perceptual quality. The third row

shows the ground-truth histograms.

Content

Content

WDST

SWTSWT

WDST

WDST

ISWTISWTISWT

Style

Style

Style

Content

SWTSWT

LSE

(a)

Relu5-1

Relu4-1

Relu3-1

Relu2-1

Relu1-1

Conv2-2

1

2

1

2

1

2

3

4

1

2

3

4

1

2

3

4

VGG19 network

WDST

Content loss

S
ty

le
 l

o
ss

(b)

Conv1

Conv2 Relu

ReluConv3

ReluConv4

ReluConv5

Input

Residual

Output

LSE

Conv6

Relu

(c)

Figure 4. (a) shows the framework of our method, (b) illustrates the wavelet domain style transfer (WDST) algorithm, and (c) shows the

low-frequency sub-band enhancement (LSE) network.

band of Ao with that of Ap to obtain a reconstructed image

Ão. Table 1 shows the PSNR and NRQM results on the

BSD100 dataset. As can be seen, the PSNR of Ãp improves

more than 1dB over Ap while the NRQM score does not

change too much. Similar phenomenon can be observed

between Ão and Ao. The reason why the objective quality

is significantly affected is that the low-frequency sub-band

is changed. In contrast, the perceptual quality is not partic-

ularly influenced because we preserve the high-frequency

sub-bands. Thus, in order to obtain an image with a good

PD tradeoff, one possible solution is to pursue high objec-

tive quality of its low-frequency sub-band and high percep-

tual quality of its high-frequency sub-bands.

Fig. 4 (a) shows the framework of our method. Given

Table 1. PSNR and NRQM scores on the BSD100 dataset.

Methods Ap Ãp Ao Ão

PSNR 24.58 25.68 27.80 26.57

NRQM 8.8007 8.7775 5.7159 5.8864

one image Ap with high perceptual quality and another im-

age Ao with high objective quality, we first perform 2D

SWT on these two images, so that each image is decom-

posed into one low-frequency and several high-frequency

sub-bands. Take the decomposition with one level for ex-

ample, Ap is decomposed into {LLp, LHp, HLp, HHp},

and Ao is decomposed into {LLo, LHo, HLo, HHo}. For

LLo, we use LSE network to enhance its objective quality.

For high-frequency sub-bands pairs, e.g., LHp and LHo,

we use WDST to fuse them to a new sub-band. Finally,
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