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Abstract

We address the problem of unsupervised procedure learning from unconstrained instructional videos. Our goal is to produce a summary of the procedure key-steps and their ordering needed to perform a given task, as well as localization of the key-steps in videos. We develop a collaborative sequential subset selection framework, where we build a dynamic model on videos by learning states and transitions between them, where states correspond to different subactivities, including background and procedure steps. To extract procedure key-steps, we develop an optimization framework that finds a sequence of a small number of states that well represents all videos and is compatible with the state transition model. Given that our proposed optimization is non-convex and NP-hard, we develop a fast greedy algorithm whose complexity is linear in the length of the videos and the number of states of the dynamic model, hence, scales to large datasets. Under appropriate conditions on the transition model, our proposed formulation is approximately submodular, hence, comes with performance guarantees. We also present ProceL, a new multimodal dataset of 47.3 hours of videos and their transcripts from diverse tasks, for procedure learning evaluation. By extensive experiments, we show that our framework significantly improves the state of the art performance.

1. Introduction

There exists a large amount of instructional data on the web in different forms. YouTube has over 500 million video search results for the phrase ‘how to’, with more than 400,000 results for tasks such as ‘how to assemble a bike’ or ‘how to setup chromecast’. Such instructional data provide rich information for procedure learning, which is to automatically learn the sequence of key-steps to perform a certain task. Procedure learning can be used to design autonomous agents that can perform complex tasks [1], to build knowledge bases of instructions, or to generate succinct procedures when human cannot spend time synthesizing the information from multiple sources [2]. Understanding instructional data at the scale necessary to build knowledge bases of thousands of tasks or to build assistive robots that respond to a large number of instructions, requires unsupervised procedure learning that does not rely on annotated data, which is complex and costly to gather.

Unsupervised procedure learning is an extremely challenging problem that needs to not only discover and localize the key-steps of a task, but also discover the logical ordering of the key-steps. This requires reconciling variations among instructions of a task, such as additional or missing steps and substantial amount of background actions, which are not related to the task. Over the past several years, we have seen interesting advances on the problem [3, 4, 5, 6, 7, 8].
The majority of existing work have focused on understanding procedures from narration [3, 4, 7, 9]. However, reliably obtaining text from spoken natural language using videos on the Internet is still a challenging problem, often requiring manual cleaning the results of automatic speech recognition systems. Moreover, to learn visual models of key-steps, existing methods assume that the text and visual information are aligned [4, 7, 9], which could be violated in real videos, e.g., human narrators first speak about one or multiple key-steps and then perform the subactions. Thus, to learn good visual models of key-steps, it is necessary to directly use visual data. Existing methods can handle and localize only one occurrence of a key-step in a video [5, 4, 9]. However, a procedure may contain repetitive key-steps, e.g., to perform ‘CPR’, one needs to alternate multiple times between ‘give breath’ and ‘give compression’ key-steps.

**Paper Contributions.** We address the problem of unsupervised procedure learning using visual data from unconstrained videos. We develop a joint dynamic summarization framework that produces a summary of the key-steps and their ordering and localizes the key-steps in videos. More specifically, given videos of the same task, we learn an Hidden Markov Model (HMM) whose latent states correspond to different subactivities, including background and key-steps. We develop an optimization that finds a subset of states that well represents all input videos jointly, while the sequence of states representing each video is compatible with the state transition model, hence, capturing the key-steps and their ordering.

Given that our proposed optimization is non-convex and NP-hard, we develop a fast greedy algorithm that incrementally grows the set of representatives by using dynamic programming at each iteration. The complexity of our algorithm is linear in the length of the videos and the number of states of the dynamic model, hence, scales to large number of long videos. Under appropriate conditions on the state transition model, our formulation is approximately submodular, hence it has performance guarantees. Our framework allows for repetitive key-steps in procedures and handles background subactivities in videos. By experiments, we show that our method significantly improves the state of the art, demonstrating the effectiveness of clustering-based summarization for procedure learning and localization.

Finally, we present a new multimodal dataset for procedure learning evaluation, consisting of 47.3 hours of videos from 12 diverse tasks with around 60 videos per task along with annotation of key-steps and manually cleaned captions in all videos. The tasks represent multiple domains, some with fine-grained detailed key-steps, e.g., ‘replace iPhone battery’ or ‘assemble clarinet’, and some containing interaction with virtual environments as in ‘set up Chromecast’.

### 2. Related Work

**Procedure Learning.** The most related work to ours are [3, 4, 5]. Unlike our work, the goal of [3] is to segment individual videos rather than to produce a procedure summary for a task. [4] recovers a set of key-steps for each task, but it requires both visual and transcribed narration, where key-steps are discovered using information from the transcripts of videos and then are localized in videos. In contrast, our method uses only visual data, while it can be run on text as well. [5] develops an unsupervised iterative discriminative-generative method for segmentation of visual data into multiple sub-activities. However, it handles only one occurrence of a key-step in each video. Our method handles repeated key-steps and allows for missing or additional key-steps in videos.

Several recent work have addressed tasks related to procedure learning. Given an ordered or unordered list of sub-actions in videos, [10, 11, 12, 13] have studied the problem of assigning an action label to each frame in a video. However, this requires knowing the grammar or the dictionary of the task. In [14, 15], structured recipe texts are used to learn an action graph that represents the interaction between ingredients and actions being performed on them. However, the steps and ingredients are assumed to be given and known and they produce a relationship graph rather than a summary of the task. [7] focuses on aligning procedure steps in a video with written recipes, where steps are known in advance. This is different than our setting, where we want to discover key-steps. The work in [16] focuses on segmentation of procedure steps, but relies on supervised learning and does not produce a sequence of key-steps.

**Subset Selection and Summarization.** As we select representative states jointly among all videos, our work is related to collaborative summarization [17, 18]. Both these work aim to summarize one video using information from a collection of videos of the same theme. In contrast, our framework generates a common summary for all videos of a task and, more importantly, incorporates the sequential structure of data, necessary for discovering the ordering of key-steps.

The majority of existing subset selection methods [19, 20, 21, 22, 23, 24, 25, 26] address single video summarization and many cannot extract a common sequence of key-steps across videos of the same task. Moreover, they do not incorporate the dynamic model of key-steps across videos, often promoting sequential diversity that leads to selecting background subactions. While [27, 28] incorporate dynamic model, they works for single video summarization, where [27] relies on a computationally complex message passing algorithm, having quadratic and cubic complexity, respectively, in the video length and the number of states. Moreover, it is semi-supervised, using ground-truth annotations of a subset of videos to produce the final summary.
3. Unsupervised Procedure Learning

Assume we have a collection of $L$ instructional videos, $\mathcal{Y}_1, \ldots, \mathcal{Y}_L$, of the same task, from which we want to learn a concise procedure, i.e., key-steps and their ordering to achieve the task. Despite variations in videos, such as visual appearance, view points and length of videos as well as unrelated background subactions in every video, one can identify key-segments, where the underlying action in each segment is seen in many videos, as well as an ordering in the sequence of key-segments, common across most videos, see Figure 1. Our goal is to recover the common sequence of key-steps as the procedure description and localize the key-steps in all videos. To achieve this, we propose a framework that consists of the following components (see Figure 2).

- We segment each video and extract a feature vector from each segment, obtaining a time-series representation $\mathcal{Y}_\ell = \{y^{(1)}_\ell, \ldots, y^{(T_\ell)}_\ell\}$ for each video $\ell$. We then learn, from all input videos, an HMM, $(\mathcal{X}, \pi_0, \pi, p)$, where $\mathcal{X} = \{x_1, \ldots, x_M\}$ corresponds to the set of distinct hidden states, $\pi_0$ is the initial probability, $\pi$ is the transition probability between hidden states, i.e., $\pi(x_{i'}|x_i)$ for all $i$ and $i'$, and $p$ denotes the observation emission probability from each state, i.e., $p(y|x_i)$ for all $i$. The set of hidden states $\mathcal{X}$ correspond to different subactivities across videos, including background and key-steps (see Figure 3), while $\pi$ captures the ordering of the subactivities across videos and $p$ denotes the likelihood of each segment belonging to a particular subactivity.

- Given that key-steps are common across many videos, and their ordering must follow the transition probabilities, $\pi$, we develop a joint sequential subset selection optimization and a fast greedy maximization algorithm that selects a subset of hidden states from $\mathcal{X}$ that well encodes the input videos $\mathcal{Y}_1, \ldots, \mathcal{Y}_L$, where the sequence of representative hidden states for each video are compatible with the initial and transition probabilities.

- Our optimization recovers the same set of representative states for all videos, however, the sequences of assignments of segments to representatives could be different across videos. To create a single sequence of key-steps as the procedure description, we perform multiple sequence alignment [29, 4] on the sequences of representatives of videos. The solution of our optimization localizes key-steps as it finds the assignment of each video segment to each representative hidden state (i.e., each key-step).

In Section 5, we discuss the details of the first part on segmentation and feature extraction. Next, we describe the details of our optimization and the alignment approach.

3.1. Joint Sequential Subset Selection

Recall that, given $L$ videos from the same task, $\mathcal{Y}_\ell = \{y^{(1)}_\ell, \ldots, y^{(T_\ell)}_\ell\}$ denotes the time-series representation of the video $\ell$ with $T_\ell$ segments, where $y^{(t)}_\ell$ is the feature vector of segment $t$ of the video $\ell$. As discussed above, we learn an HMM from the video time-series data to find the set of distinct hidden states, $\mathcal{X} = \{x_1, \ldots, x_M\}$, state initial probability, $\pi_0$, and state transition probabilities, $\pi$. To find the sequence of key-steps of the procedure and to localize each key-step in the videos, we propose a joint sequential subset selection framework that finds a representative subset of the hidden states, $\mathcal{S} \subseteq \mathcal{X}$, of size at most $k$, satisfying desired conditions described below, as well as the assignment of each video segment to each representative state.

Let $\mathcal{S}$ denote the unknown set of representatives from $\mathcal{X}$. With abuse of notation, we use $\mathcal{S}$ to refer to both the set of representative states and the set of indices of representative states. Let $r^{(\ell)} = r^{(\ell)}_1, \ldots, r^{(\ell)}_{T_\ell}$ denote the index of the representative of $y^{(t)}_\ell$, in other words, $y^{(t)}_\ell$ is assigned to $x_{r^{(\ell)}_t}$. We denote the assignment sequence for $\mathcal{Y}_\ell$ by $r_\ell = (r^{(\ell)}_1, \ldots, r^{(\ell)}_{T_\ell})$. Let $S^{T_\ell}$ be the cartesian product over $\mathcal{S}$.

**Global Potential Function.** The ideal summary must satisfy three properties: i) the size of the representative set, $|\mathcal{S}|$, must be small, ii) each assignment sequence $r_\ell$ must well
encode \( \mathcal{Y}_\ell \), iii) each sequence \( r_\ell \) must be compatible with the initial, \( \pi_0 \), and transition probabilities, \( \pi \). To achieve these goals, we define a potential function \( \Psi(r_1, \ldots, r_L) \) and propose to solve

\[
\max_{S: |S| \leq k} \max_{\{r_\ell \in \mathcal{S}^{T_\ell}\}_{\ell=1}^L} \log \Psi(r_1, \ldots, r_L), \tag{1}
\]

over all sets \( S \) of size at most \( k \) and over all possible assignments \( r_\ell \in \mathcal{S}^{T_\ell} \). Given that the outer maximization in (1) restricts the size of the representative set, achieving the first goal, we define \( \Psi \) to reflect the two remaining goals of obtaining high encoding and dynamic compatibility for the assignment sequences. More specifically, we define

\[
\Psi(r_1, \ldots, r_L) \triangleq \Phi_{\text{enc}}(r_1, \ldots, r_L) \times \Phi_{\text{dyn}}(r_1, \ldots, r_L), \tag{2}
\]

where \( \Phi_{\text{enc}}(r_1, \ldots, r_L) \) is an encoding potential that favors selecting a sequence of representative assignments \( r_\ell \) from \( \mathcal{S}^{T_\ell} \) that well encodes \( \mathcal{Y}_\ell \) for every \( \ell \) and \( \Phi_{\text{dyn}}(r_1, \ldots, r_L) \) is a dynamic potential that favors sequences \( r_1, \ldots, r_L \) that are compatible with the state initial and transition probabilities. The regularization parameter \( \beta \geq 0 \) sets a trade-off between the two terms, where a small \( \beta \) results in discounting the dynamic compatibility of assignment sequences.

**Encoding and Dynamic Potential Functions.** Since the encoding of each segment of \( \mathcal{Y}_\ell \) depends on its own representative, we consider a factorization of the encoding potential function as

\[
\Phi_{\text{enc}}(r_1, \ldots, r_L) = \prod_{\ell=1}^L \left( \prod_{t=1}^{T_\ell} p(y^{(t)}_\ell | x^{(t)}_r) \right)^{1/T_\ell}, \tag{3}
\]

where \( p(y^{(t)}_\ell | x^{(t)}_r) \) is the likelihood that \( y^{(t)}_\ell \) is emitted from the hidden state \( x^{(t)}_r \). The exponent \( 1/T_\ell \) in (3) normalizes sequences of different lengths, so that each video contributes equally to the summarization, independent of its length. For notation simplicity, in the rest of the paper, we use \( s^{r_t}_{t,t} \) to denote the logarithm of emission probability,

\[
s^{r_t}_{t,t} \triangleq \log p(y^{(t)}_\ell | x^{(t)}_r). \tag{4}
\]

On the other hand, we define the dynamic potential function to capture the compatibility of the sequences of the representatives, according to the learned state initial and transition probabilities, as

\[
\Phi_{\text{dyn}}(r_1, \ldots, r_L) = \prod_{\ell=1}^L \left( \prod_{t=2}^{T_\ell} \pi_0(r_1^{(t)}) \prod_{t=2}^{T_\ell} \pi(r_0^{(t)} | r_{t-1}^{(t)}) \right)^{1/T_\ell}, \tag{5}
\]

where, for a video \( \ell \), \( \pi_0(i) \) denotes the probability of selecting \( x_r \) as the representative of \( y^{(t)}_\ell \) and \( \pi(i | j) \) denotes the probability of selecting \( x_r^i \) as the representative of \( y^{(t)}_\ell \) given that \( x_r \) is the representative of \( y^{(t)}_\ell \).

To simplify the notation, we define

\[
q_0^{0,0} \triangleq \log \pi_0(i), \quad q_{t,i} \triangleq \log \pi(i | i). \tag{6}
\]

Using the definitions of the encoding and dynamic potentials in (3) and (5), we can write the logarithm of \( \Psi \), which we want to maximize, as

\[
\log \Psi = \sum_{\ell=1}^L \frac{1}{T_\ell} \left( \sum_{t=1}^{T_\ell} s^{r_t}_{t,t} + \beta (q_0^{0,0} + \sum_{t=2}^{T_\ell} q_{t,i}^{r_t}_{t-1} - s^{r_t}_{t-1,t}) \right). \tag{7}
\]

Notice that when \( \beta = 0 \) and \( L = 1 \), the objective function above reduces to the well-known Facility Location (FL) function for summarization [30]. Next, we develop a fast algorithm, which runs linearly in the lengths of videos and number of states, to maximize (7).

### 3.2. Greedy Joint Sequential Subset Selection

In this section, we develop a fast greedy method to solve our optimization in (1) with the objective function given in (7). Notice that (1) consists of two maximizations: the outer maximization searches for the best subset of the states \( S \) of size at most \( k \) and the inner maximization searches for the best assignment sequences \( \{r_\ell\}_{\ell=1}^L \) using a fixed \( S \). Thus, we can rewrite the problem in (1) in the equivalent form

\[
\max_{S: |S| \leq k} f(S), \tag{8}
\]

where the set function \( f(S) \) (a set function is a function that assigns real values to sets) is defined as

\[
f(S) \triangleq \max_{\{r_\ell \in \mathcal{S}^{T_\ell}\}_{\ell=1}^L} \log \Psi(r_1, \ldots, r_L) = \max_{\{r_\ell \in \mathcal{S}^{T_\ell}\}_{\ell=1}^L} \sum_{\ell=1}^L \frac{1}{T_\ell} \sum_{t=2}^{T_\ell} w_t^{(t)} \tag{9}
\]

Here, \( \log \Psi \) is given by (7). However, for simplicity of notation and subsequent derivations, we have introduced the notation \( w_t^{(t)} \) for the terms inside the first summation in (7). More specifically, for every \( \ell \in \{1, \ldots, L\} \), we have

\[
w_t^{(t)} \triangleq \begin{cases} s^{r_t}_{t-1,t} + \beta (q_0^{0,0} + q_{t,i}^{r_t-1}_{t-1}), & \text{if } t = 2, \\ s^{r_t}_{t-1,t} + \beta q_{t,i}^{r_t-1}_{t-1}, & \text{if } 2 < t < T_\ell, \\ s^{r_t}_{t-1,t} + \beta q_{t,i}^{r_t-1}_{t-1}, & \text{if } t = T_\ell. \end{cases} \tag{10}
\]

The greedy algorithm [31, 30] for maximizing a set function \( f(\cdot) \), starts with initializing an active set to the empty set, \( \Lambda = \emptyset \), and incrementally grows the active set over \( k \) iterations. At each iteration, the greedy method adds to the current active set \( \Lambda \) the element \( i \) in \( \{1, \ldots, M\} \setminus \Lambda \) that achieves the highest value for \( f(\Lambda \cup \{i\}) \).

Computing \( f(\Lambda) \) in (9), in principle, requires a combinatorial search over an exponentially large parameter space,
Perform alignment on the assignment sequences. As the procedure description for all the videos, we obtain the optimal subset of $S$ contains many repetitions, we first remove the repetitions $(3,3)$. However, we can use the sequential structure of videos to overcome this challenge and to efficiently perform evaluations of $f$. First, notice that we can write

$$f(\Lambda) = \max_{\{r_\ell \in \Lambda T_\ell\}_{\ell = 1}^L} \sum_{\ell = 1}^L \frac{1}{T_\ell} \sum_{t = 2}^{T_\ell} w_{\ell-1,t}^{(\ell)}$$

$$= \sum_{\ell = 1}^L \frac{1}{T_\ell} \max_{r_\ell \in \Lambda T_\ell} \left( \sum_{t = 2}^{T_\ell} w_{\ell-1,t}^{(\ell)} \right).$$

As a result, we can exactly compute $f(\Lambda)$ (and similarly $f(\Lambda \cup \{i\})$) in each iteration of the greedy algorithm by using dynamic programming [32] in (12). Algorithm 1 shows the steps of our greedy algorithm.

### Computational Complexity
As discussed in the supplementary materials, the running time of our greedy algorithm is $O(k^2 M \sum_{\ell = 1}^L T_\ell)$. In other words, our algorithm runs linearly in the number of states and the lengths of videos, hence, scales to large datasets. This is a significant improvement over existing methods [27], whose complexity is $O(M^2 \sum_{\ell = 1}^L T_\ell^2 + M^3 \sum_{\ell = 1}^L T_\ell)$. This could be better seen by recalling that in our case $k \ll M \ll T_\ell$, i.e., the number of states is often much smaller than the length of videos.

### 3.3. Summary Alignment
Once we solve the proposed optimization in (1), we obtain the optimal subset of states $S$ of size $k$ as well as the sequence of assignments of segments of each video to the representative states, i.e., $r_\ell = (r_1^{(\ell)}, r_2^{(\ell)}, \ldots, r_{T_\ell}^{(\ell)})$ for $\ell = 1, \ldots, L$. Notice that in our method, each video can use a subset of $S$ with the sequence of key-step assignments being slightly different across videos, hence, we can handle additional or missing key-steps and slightly different ordering of key-steps in videos. To create a single sequence of key-steps as the procedure description for all the videos, we perform alignment on the assignment sequences.

Given that each optimal assignment sequence $r_\ell$ often contains many repetitions, we first remove the repetitions from each sequence, and denote the resulting sequence of distinct consecutive states by $u_\ell$. For example, for $r_\ell = (3,3,3,12,12,9,9,9,3,3)$, we obtain $u_\ell = (3,12,9,3)$, which shows that the sequence of the representative states for the $\ell$-th video are $x_3 \rightarrow x_{12} \rightarrow x_9 \rightarrow x_3$. This helps to perform multiple sequence alignment faster and, more importantly, keeps the information about the states that are used and their ordering, while removing the information about the duration of each state, which is irrelevant.

We then perform multiple sequence alignment on the sequences $u_1, \ldots, u_L$ by maximizing the sum-of-pairs score [29] using the Frank-Wolfe algorithm proposed in [4]. The output is a remapping, $\delta(u_\ell)$, of each sequence $u_\ell$ to a global common template with $P$ slots (in the experiments, we let $P$ be twice the length of the longest sequence). We then generate the final sequence of key-states by voting on each slot in the aligned results. More specifically, for each slot $p$ in aligned sequences, $\delta_p(u_1), \ldots, \delta_p(u_L)$, if the total number of occurrences of the state with the majority vote is bigger than a threshold, we keep the state in the final procedure summary. Otherwise, the result would be empty and will be removed in the final procedure. To generate procedures of different lengths, corresponding to different levels of granularity, we select the voting threshold in order to achieve the desired length.

Once we obtain the final sequence of key-states (each key-state now corresponds to a key-step), we use the assignments found by our optimization to localize each key-step by finding segments assigned to it. The unassigned segments would correspond to background activities.

### 3.4. Theoretical Guarantees
The greedy algorithm has been shown theoretically to obtain near optimal solutions, when the set function is submodular or approximately submodular [31, 34]. Specifically, $f(\cdot)$ is $\varepsilon$-approximately submodular if there exists a submodular function $g(\cdot)$ so that $(1 - \varepsilon)g(S) \leq f(S) \leq (1 + \varepsilon)g(S)$ for all $S$. We show that, under certain conditions on transition probabilities, our proposed objective

---

**Algorithm 1 : Greedy Joint Sequential Subset Selection**

**Input:** $f$ defined in (9); Budget $k$.

1: Initialize: $\Lambda = \emptyset$;
2: for $j = 1, \ldots, k$ do
3: for $i \in \{1, \ldots, M\} \backslash \Lambda$ do
4: for $\ell = 1, \ldots, L$ do
5: Find $f^{(\ell)}(\Lambda \cup \{i\})$ and $r_\ell$ via dynamic programming;
6: end for
7: Compute $f(\Lambda \cup \{i\}) = \sum_{\ell = 1}^L \frac{1}{T_\ell} f^{(\ell)}(\Lambda \cup \{i\})$;
8: end for
9: Compute $i^* = \arg \max_{\Lambda \subset \{1, \ldots, M\} \backslash \Lambda} f(\Lambda \cup \{i\})$;
10: if $f(\Lambda \cup \{i^*\}) > f(\Lambda)$ then
11: Update $\Lambda \leftarrow \Lambda \cup \{i^*\}$;
12: end if
13: Break;
14: end if
15: end for
16: Set $S^* = \Lambda$ and $r^*_\ell = r_\ell$ for $\ell = 1, \ldots, L$;

**Output:** Representative set $S^*$ of size $k$, assignment sequences $\{r^*_\ell\}_{\ell = 1}^L$. 

---
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function, which is monotone, is approximately submodular, hence, Algorithm 1 has performance guarantees. The proof of the following is similar to our analysis in [28], with the addition that the sum of approximately submodular functions is approximately submodular.

**Theorem 1** Consider the optimization in (8) with \( f(S) \) defined in (9). Assume there exists \( \epsilon \in [0, 1) \) such that each log transition probability \( q_{i,i'} \) can be written as \( q_{i,i'} = \bar{q}_i \psi_{i,i'} \), for some \( \bar{q}_i \) and \( \psi_{i,i'} \in [1 - \epsilon, 1 + \epsilon] \). Then, for all values of \( \beta \geq 0 \), our proposed \( f(S) \) is \( \epsilon \)-approximately submodular. Moreover, the value of \( f \) for the solution of the greedy algorithm with budget \( k \) is at most \( 1 - 1/\epsilon - O(\epsilon k) \) away from the global optimum of (8).

4. **ProceL Dataset**

We present the new multimodal Procedure Learning (ProceL) dataset for research on instructional video understanding. We have collected and annotated 47.3 hours of videos from 720 video clips across 12 diverse tasks, with about 60 videos per task. Out of the twelve tasks, five are the same as the ones presented in the Inria instructional video dataset [4], i.e., change tire, perform CPR, make coffee, jump car and repot plant. We have expanded these data by including additional 30 videos per task and expanded the set of key-steps to include necessary subactivities to achieve a task. To have a dataset that captures variations of real-world tasks, we have included 7 new tasks: set up Chromecast, assemble clarinet, replace iPhone battery, tie a tie (Windsor knot), replace toilet, make peanut butter jelly sandwich and make smoked salmon sandwich. Our dataset includes detail-oriented tasks, such as ‘tie a tie’ or ‘assemble clarinet’, where different key-steps are visually similar, as well as tasks that do not involve interacting with physical objects, such as ‘set up Chromecast’ in which some steps involve interacting with a virtual environment.

We obtained the videos using YouTube, preferring the ones that clearly show the key-steps required to complete the task and those that include spoken instructions. We trimmed the beginning and end of each video if it included content unrelated to the task, such as product reviews. For each task, we first built a dictionary, which is the set of key-steps necessary to perform the task, e.g., the dictionary of ‘install Chromecast’ includes ‘unpack package’, ‘download Chromecast app’, ‘plug Chromecast power’, \ldots, ‘check ready to cast’}. We then annotated each video by localizing all segments during which each key-step in the dictionary has been performed. Figure 1 shows the annotations of six videos from ‘perform CPR’ and ‘replace iPhone battery’. Table 1 shows the comparison of ProceL with other datasets. For the purpose of future research, we also collected spoken instructions generated by Automatic Speech Recognition (ASR) on YouTube. Since the transcripts are noisy, e.g., containing misspelling of words or missing periods, we have corrected the ASR errors.

In addition to various procedure learning tasks, ProceL would be suitable for video-language research as well as weakly-supervised action and object recognition in video.

5. **Experiments**

In this section, we evaluate the performance of our procedure learning framework. We perform experiments on the Inria instructional dataset [4] and our new ProceL dataset.

**Algorithms and Baselines.** We compare our method, Joint Sequential Facility Location (JointSeqFL), with Alayrac et al. [4] and Sener et al. [5] as two state-of-the-art methods for unsupervised procedure learning. To demonstrate the effectiveness of using the dynamic model of data and the joint summarization setting for procedure learning, we compare with the standard Facility Location (FL), which is a single video summarization and does not use dynamic model, and the Sequential Facility Location (SeqFL) [28], which is a single video summarization and uses the dynamic model. We run these two methods on each video individually and align sequences of representatives using multiple sequence alignment [29, 4]. Moreover, we use the Uniform baseline, where we distribute key-step assignments uniformly over all segments in each video.

For the experiments, for our method across all tasks, we set \( M = 50, k = 15, \beta = 0.01 \) for Inria and \( M = 30, k = 15, \beta = 0.005 \) for ProceL. We use pmtk3 toolbox to fit an HMM to videos of each task, where emission probability for each state is a Gaussian. In the supplementary materials, we report the statistics of the ProceL dataset for each task and show qualitative plots of annotations in ProceL.

**Feature Extraction.** We use [35] to segment each video into superframes, which will be the units of summarization. To have a fair comparison with the state of the art, we extract and use the same features as in Alayrac et. al. [4], which are 3000-dimensional vectors composed of concatenation of 1000-dimensional bag of words appearance features obtained via VGG16 network and 2000-dimensional

---

**Table 1:** Comparison of video datasets for procedure learning.
and shows the average F1 scores of different algorithms on the Inria Instructional dataset for different values of procedure length, $K$.

![Figure 4: F1 scores of different algorithms on the Inria Instructional dataset for different values of procedure length, $K$.](image)

<table>
<thead>
<tr>
<th>Procedure length</th>
<th>$K = 7$</th>
<th>$K = 10$</th>
<th>$K = 12$</th>
<th>$K = 15$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inria</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniform</td>
<td>15.3</td>
<td>17.9</td>
<td>14.8</td>
<td>15.4</td>
</tr>
<tr>
<td>Alayrac et al.</td>
<td>20.3</td>
<td>21.0</td>
<td>21.0</td>
<td>20.5</td>
</tr>
<tr>
<td>Sener et al.</td>
<td>22.3</td>
<td>25.2</td>
<td>24.6</td>
<td>23.5</td>
</tr>
<tr>
<td>FL</td>
<td>26.3</td>
<td>27.6</td>
<td>29.5</td>
<td>29.5</td>
</tr>
<tr>
<td>SeqFL</td>
<td>32.6</td>
<td>34.3</td>
<td>34.0</td>
<td>35.8</td>
</tr>
<tr>
<td>JointSeqFL</td>
<td><strong>38.3</strong></td>
<td><strong>37.3</strong></td>
<td><strong>38.2</strong></td>
<td><strong>38.3</strong></td>
</tr>
<tr>
<td><strong>ProceL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniform</td>
<td>11.0</td>
<td>13.4</td>
<td>13.3</td>
<td>12.8</td>
</tr>
<tr>
<td>Alayrac et al.</td>
<td>11.5</td>
<td>12.4</td>
<td>12.8</td>
<td>12.4</td>
</tr>
<tr>
<td>JointSeqFL</td>
<td><strong>27.2</strong></td>
<td><strong>28.3</strong></td>
<td><strong>28.9</strong></td>
<td><strong>29.8</strong></td>
</tr>
</tbody>
</table>

Table 2: Average F1 scores (%) of different algorithms on the Inria and ProceL datasets for different values of procedure length, $K$.

The bag of words motion features obtained using histogram of optical flows (HOF). For HOF features of each superframe, we use [36], where we set the maximum trajectory length to the length of the superframe. To fit HMM, we reduce the dimension of features via PCA to 300 and 200 on Inria and ProceL, respectively. Supplementary materials contains more details about the feature extraction.

**Evaluation Metrics.** We use the same evaluation metric as in Alayrac et al. [4] and Sener et al. [5]. More specifically, we first find a one-to-one global matching between the discovered and the ground-truth key-steps across all videos of the same task using the Hungarian algorithm. We then compute the precision, recall and the F1-score, where the precision is the ratio of the total number of correctly localized key-steps to the total number of discovered key-steps across videos. The recall is the ratio of the total number of correctly localized key-steps to the total number of ground truth key-steps across videos. The F1-score is the harmonic mean of the precision and recall and is between 0 and 1. We also compute the Jaccard index, which is intersection over union between discovered and ground-truth key-steps.

**Results.** Table 2 shows the average F1 scores of different algorithms on the Inria and ProceL datasets as a function of the procedure length $K \in \{7, 10, 12, 15\}$. Notice that on both datasets, our method obtains the best result for all values of $K$, e.g., achieving the F1 score of 38.3% and 27.2% on Inria and ProceL, respectively, for $K = 7$.

- As the results on Inria show, the three summarization methods perform significantly better than the two state-of-the-art unsupervised procedure learning algorithms, which demonstrates the importance of summarization and subset selection as effective tools for procedure learning.
- Notice that SeqFL and JointSeqFL, which both use the dynamic model, perform better than FL, which treats data points independently, showing the effectiveness of using the transition dynamics in summarization.
- On the other hand, JointSeqFL, which jointly summarizes videos, outperforms SeqFL, which summarizes each video independently, demonstrating the importance of using the common structure of key-steps across instructions of the same task. Another possible limitation of individually summarizing videos and then aligning the results is that since representatives for different videos could be different, alignment leads to putting all representatives across all sequences in the common template with a only one or very few votes, leading to less meaningful aligned result.
- Notice that the performances of all methods on ProceL decrease, since the new 7 tasks such as ‘set up Chromecast’ or ‘replace iPhone battery’ are more challenging with more steps than the five common tasks with Inria such as ‘perform CPR’ or ‘change tire’.

Figures 4 and 5 show the F1 score of different algorithms for each task on Inria and ProceL, respectively.

- On all tasks, except ‘change tire’ in Inria, summarization-based algorithms perform significantly better than the state of the art, with ‘perform CPR’ having the most improvement, increasing the F1 score of from 31.3% and 17.2% (via Alayrac et al.) to 62.9% and 42.1% (via JointSeqFL), respectively, on Inria and ProceL. This is due to the fact that ‘perform CPR’ in both datasets has the largest number of repeated steps, in particular, alternating between ‘give compression’ and ‘give breath’ key-steps multiple times. Given the clear dynamic of the task, our joint sequential subset selection method discovers the key-steps more effectively.
- For ‘change tire’, Alayrac et al. perform better than other algorithms on Inria for $K = 10$ and $K = 12$. In ‘change tire’, some of the key-steps are more distinguishable by speech than visual data, e.g., ‘unscrew lug nuts’ and ‘screw lug nuts’ are visually similar, yet distinct via language. Thus, Alayrac et al. that first takes advantage of speech data to form the sequence of key-steps and then
localizes the key-steps in videos, is expected to perform better. However, the performance of this method significantly decreases on ProceL, which contains more videos with many videos having more noisy language descriptions.

**Effect of Hyperparameters.** Table 3 compares the performance of our method on Inria and ProceL for $K = 10$, with when $\beta = 0$, showing the effectiveness of using the dynamic model. On ProceL, the performance gap is smaller, since we have more videos which allows the joint summarization to compensate for the lack of the dynamic model. Figure 6 shows the improvement with respect to $\beta = 0$ on three tasks from Inria and ProceL. Notice that the performance improves as $\beta$ increases from zero, with ‘perform CPR’ in Inria and ‘replace toilet’ in ProceL having the largest F1 score improvement. On the other hand, when $\beta$ becomes sufficiently large, the performance of ‘coffee’, ‘Chromecast’ and ‘smoked salmon’ decreases with respect to $\beta = 0$, as we overemphasize on the dynamic potential and ignore the encoding. The right plot in Figure 6 shows the stability of the Jaccard index obtained by our algorithm on ProceL as a function of the number of hidden states of HMM, $M$, and the number of representative states, $k$.

**Qualitative Results.** Figure 1 shows the qualitative results of our method for discovery and localization of key-steps from videos of ‘perform CPR’ (top) and ‘replace iPhone battery’ (bottom) on ProceL. Notice that for ‘CPR’, our method discovers and localizes all ground-truth key-steps, except one in the beginning (‘call 911’ step). For ‘replace iPhone battery’, while we capture most of the key-steps, we have more miss-localizations, as the task is more challenging than ‘CPR’, having more key-steps that are also visually similar. Finally, Figure 7 shows the annotations and recovered key-steps by our method for two values of $K = 7$ and $K = 12$ for one video from the task ‘change tire’. Notice that increasing $K$, we effectively recover more ground-truth key-steps (here ‘jack down’ and ‘tighten lug nuts’) compared to smaller $K$. Also, for a given desired procedure length $K$, we may recover a smaller number of key-steps (as shown in the figure). This is because once we run alignment on the sequences of representatives, to obtain the final procedure, we apply a voting on the aligned results and choose the voting count threshold so that the length of the obtained procedure is at most the desired procedure length, however, no threshold may exactly achieve the length $K$.

**6. Conclusion**

We developed a joint dynamic summarization method and a fast greedy algorithm for unsupervised procedure learning. Our method handles repeated key-steps, background and missing or additional key-steps in videos. We presented ProceL, a new multimodal dataset for procedure learning. We showed our method significantly improves the state of the art performance and showed the effectiveness of summarization tools, in general, for procedure learning.
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