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Abstract

The image lines projected from parallel 3D lines intersect at a common point called the vanishing point (VP). Manhattan world holds for the scenes with three orthogonal VPs. In Manhattan world, given several lines in a calibrated image, we aim at clustering them by three unknown-but-sought VPs. The VP estimation can be reformulated as computing the rotation between the Manhattan frame and the camera frame. To compute this rotation, state-of-the-art methods are based on either data sampling or parameter search, and they fail to guarantee the accuracy and efficiency simultaneously. In contrast, we propose to hybridize these two strategies. We first compute two degrees of freedom (DOF) of the above rotation by two sampled image lines, and then search for the optimal third DOF based on the branch-and-bound. Our sampling accelerates our search by reducing the search space and simplifying the bound computation. Our search is not sensitive to noise and achieves quasi-global optimality in terms of maximizing the number of inliers. Experiments on synthetic and real-world images showed that our method outperforms state-of-the-art approaches in terms of accuracy and/or efficiency.

1. Introduction

Vanishing point (VP) is the intersection of a set of image lines projected from parallel 3D lines. It has been successfully applied to various fields such as structure from motion \cite{15,23}, scene understanding \cite{14} and SLAM \cite{21,22}. Structured environments (typically man-made scenes) exhibit particular regularity like parallelism and orthogonality. Manhattan world \cite{11} holds for the scenes with three mutually orthogonal dominant directions that correspond to three orthogonal VPs (shown in Fig. 1). In Manhattan world, given several lines in a calibrated image, we aim at clustering them by three unknown-but-sought VPs.

The Manhattan frame (MF) \cite{30} is widely used to model the structure of Manhattan world. Three axes of MF correspond to three dominant directions of Manhattan world.

![Figure 1. We cluster a set of image lines into three groups (shown in different colors) by three unknown-but-sought orthogonal VPs. The VP estimation can be reformulated as computing the rotation between the MF and the camera frame.](image-url)
our search. Therefore, our method is more efficient than the pure search-based approaches [5, 6]. For accuracy, we search for the optimal third DOF that maximizes the number of inliers. Thanks to our search, our estimated MF rotation can be treated as the “quasi-globally” optimal solution in terms of number of inliers. While the global optimality may not be achieved due to our sampling, our method is less sensitive to noise and retrieves more inliers than the pure sampling-based approaches [4, 25, 35].

Overall, we propose a quasi-globally optimal and efficient VP estimation method by hybridizing sampling and search strategies. Our main contributions are:

- We leverage two sampled image lines to efficiently compute two DOF of the MF rotation. Our sampling accelerates our search by reducing the search space and simplifying the bound computation.
- We exploit BnB to search for the optimal third DOF of the MF rotation by fixing the other two DOF, achieving the quasi-global optimality. Our search is not sensitive to noise and obtains a large number of inliers.
- For the cases that the pure search-based methods fail to handle, our approach provides correct VPs and also is more accurate than the pure sampling-based ones. Experiments showed that our method outperforms state-of-the-art approaches in terms of accuracy and/or efficiency.

2. Related Work

Existing VP estimation methods can be classified into four main categories with respect to the used algorithms, i.e. Hough transform [2, 28], expectation-maximization [1, 12], data sampling [4, 25, 31, 35] and parameter search [3, 5, 6].

The Hough transform-based methods [2, 28] compute the intersections of all pairs of image lines and generate a histogram of these intersections. The bins with large numbers of entries correspond to VPs. However, they often lead to multiple and/or false detections, and also neglect the orthogonality constraint of VPs. In addition, the expectation-maximization-based methods [1, 12] cluster image lines and estimate VPs alternately. They assign each image line with a label indicating which cluster it belongs to. They use the lines with the same label to compute VPs, which in turn updates labels. However, they are sensitive to the initial solution and prone to converging to a local optimum.

The data sampling-based methods [4, 25, 31, 35] exploit RANSAC [13] and its variants [32, 36]. State-of-the-art ones [4, 25, 35] first sample three image lines several times to hypothesize finite VP triplets or MF rotations (earlier works like [29] hypothesize VPs individually and have lower accuracy and efficiency). Then they test each hypothesis by counting the number of image lines fitting this hypothesis. The fitness represents that the image line passes a VP or its associated projection plane normal is orthogonal to a MF axis up to a threshold. After that, they retrieve the hypothesis fitting most inliers. In addition, Tardif [31] used numerous hypotheses to define the image line descriptors and clustered lines by J-Linkage [32], a variant of RANSAC. However, it fails to enforce the orthogonality of VPs when clustering image lines. Note that the above sampling-based methods cannot guarantee the global optimality in terms of maximizing the number of inliers due to the sampling uncertainty.

The parameter search-based methods typically employ BnB [5, 6]. They directly face infinite hypothesized MF rotations over the rotation space parametrized by Euler angles or axis–angle representation. They search for the optimal rotation fitting most image lines by continuously narrowing down the search scope. While they guarantee the global optimality, their efficiency is unsatisfactory (more than 5 seconds per image in general). Joo et al. [18] recently proposed a novel strategy to significantly improve the efficiency of BnB, but it is not well applicable to image lines (it is inherently suitable for 3D plane normals). In addition, Bazin et al. [3] proposed to sample numerous MF rotations over the rotation space (i.e. the quasi-exhaustive search) and select the one maximizing the number of inliers. While it is appropriate for smooth videos, it can be computationally expensive, especially for single images or when no prior information regarding the camera orientation is available.

Overall, state-of-the-art VP estimation methods based on the sampling or search cannot guarantee the accuracy and efficiency simultaneously. In contrast, we propose to hybridize these two strategies, achieving high accuracy and high efficiency. Moreover, our method enforces the VP orthogonality thanks to the orthogonality of the MF rotation.

3. Algorithm Overview

We begin with taking the 2D line fitting for example to show the idea and advantage of our method. As shown in Fig. 2, given a set of points, we aim at obtaining the optimal line that fits most inliers (the direct least-squares fitting is not suitable due to the presence of outliers). We express a line by a point lying on it (i.e. the line position) and the line direction. RANSAC [13] hypothesizes a set of lines by sampling two points several times. The line
defined by the points \( x_1 \) and \( x_2 \) is its optimal hypothesis, but fails to fit the inlier point \( x_3 \). In addition, BnB [20] searches over the parameter spaces with respect to both line position and line direction (which correspond to infinite hypothesized lines). While BnB obtains the globally optimal line fitting all the inliers, its efficiency is unsatisfactory due to its high-dimensional search space. In contrast, we propose to first sample only one point to fix the line position and then search over the line direction space. We obtain the optimal line that passes through the point \( x_1 \) and also fits all the inliers. In a sense, our strategy is "in between", i.e. we hybridize the data sampling and parameter search strategies. For efficiency, we leverage sampling to accelerate our search by reducing the full search space to the line direction space. For accuracy, we search for the optimal line direction that maximizes the number of inliers.

To compute the MF rotation, we propose a hybrid method to estimate its three DOF. Specifically, given a set of image lines, we first estimate two DOF by two sampled image lines in Section 4. It is similar to the above estimation of the line position. Then we search for the optimal third DOF maximizing the number of inlier image lines in Section 5. It is similar to the above search of the line direction.

### 4. Computing Two DOF by Sampling

In this section, we propose a novel method to compute two DOF of the MF rotation by two sampled image lines, and parametrize the MF rotation by a single parameter.

#### 4.1. Two-line MF Rotation Parametrization

We assume the intrinsic matrix of the camera is known from calibration [17]. As shown in Fig. 3, to compute two DOF of the MF rotation, we leverage two sampled image lines \( \{l_1, l_2\} \) whose associated 3D lines \( \{L_1, L_2\} \) are aligned to two MF axes, i.e. \( l_1 \) and \( l_2 \) correspond to different VPs. We normalize the image by the intrinsic matrix [35] to compute 1) the normal \( n_1 \) of the projection plane \( \pi_1 \) by \( l_1 \), and 2) the bases \( \{s_2, e_2\} \) of the projection plane \( \pi_2 \) by the endpoints of \( l_2 \). We parametrize the unknown 3D line directions \( \{d_1, d_2\} \) of \( \{L_1, L_2\} \) as follows.

We first consider the 3D line direction \( d_1 \). We define the direction \( w \) orthogonal to the projection plane normal \( n_1 \), i.e. \( n_1 \cdot w = 0 \), and set \( w \) as any unit basis of the null space of \( n_1 \) (\( w \) is not unique). Then we rotate \( w \) around the known rotation axis \( n_1 \) by the unknown-but-sought angle \( \theta \in [0, \pi] \) to align \( w \) to the direction \( d_1 \) as

\[
d_1 = \tilde{R}(n_1, \theta)w,
\]

where \( \tilde{R}(. , .) \) denotes the axis-angle representation [17]. Based on Eq. (1), we parametrize \( d_1 \) by \( \theta \). Each element of \( d_1 \) is expressed by \( d_{1,i}(\theta) = \omega_{1,i}^\top \alpha \) (\( i = 1, 2, 3 \)) where \( \omega_{1,i} \) is a known 2D vector and \( \alpha = [\sin(\theta), \cos(\theta)]^\top \). The norm of \( d_1 \) is 1 since it is rotated from the unit vector \( w \).

Then we parametrize the 3D line direction \( d_2 \) by enforcing two constraints. As shown in Fig. 3, \( d_2 \) is parallel to the plane \( \pi_2 \). We thus express \( d_2 \) as a linear combination of the known bases \( \{s_2, e_2\} \) of \( \pi_2 \), i.e. \( d_2 = s_2 + \lambda \cdot e_2 \) where \( \lambda \) is the unknown combination coefficient. Second, the 3D line directions \( d_1 \) and \( d_2 \) are mutually orthogonal, i.e. \( d_1^\top d_2 = 0 \). We combine these two constraints to express the coefficient \( \lambda \) by \( \lambda = - (d_1^\top s_2)/(d_1^\top e_2) \). Then we substitute \( \lambda \) back into the first constraint and obtain \( d_2 \) as

\[
d_2 = s_2 - \frac{d_1^\top s_2}{d_1^\top e_2} e_2 = d_1^\top e_2 s_2 - d_1^\top s_2 e_2,
\]

where "\( \propto \)" denotes the equality regardless of scale. By substituting Eq. (1) into Eq. (2), we can parametrize \( d_2 \) by \( \theta \). Each element of \( d_2 \) is expressed by \( d_{2,i}(\theta) = \psi_{i}^\top \beta \) (\( i = 1, 2, 3 \)) where \( \psi_i \) is a known 3D vector and \( \beta = [\sin^2(\theta), \sin(\theta), \cos(\theta), \cos^2(\theta)]^\top \). The norms of \( d_2 \) and \( d_3 \) satisfy \( ||d_2|| = ||d_3|| = \sqrt{\mu^\top \beta} \) where \( \mu \) is known. Note that unlike the norm \( ||d_1|| = 1 \), \( ||d_2|| \) and \( ||d_3|| \) change with respect to the unknown angle \( \theta \). We normalize \( d_2 \) and \( d_3 \) by \( d_2 = d_2 / \sqrt{\mu^\top \beta} \) and \( d_3 = d_3 / \sqrt{\mu^\top \beta} \), respectively.

Based on the above orthogonal unit 3D directions \( \{d_1, d_2, d_3\} \), we parametrize the MF rotation \( R^{M-c} \) from the MF \( M \) to the camera frame \( C \). As shown in Fig. 3, the 3D lines \( L_1 \) and \( L_2 \) are aligned to two axes of \( M \). Without loss of generality, we associate \( d_1 \), \( d_2 \) and \( d_3 \) with the \( x \), \( y \), and \( z \) axes of \( M \), respectively. Accordingly, their coordinates in \( M \) are \( d_1^M = [1, 0, 0]^\top \), \( d_2^M = [0, 1, 0]^\top \) and \( d_3^M = [0, 0, 1]^\top \). Based on the constraint that \( R^{M-c}[d_1^M, d_2^M, d_3^M] = [d_1, d_2, d_3] \), we obtain the MF rotation \( R^{M-c} \) as

\[
R^{M-c}(\theta) = \begin{bmatrix}
\omega_1^\top 1 \alpha & \omega_1^\top 2 \alpha & \omega_1^\top 3 \alpha \\
\omega_2^\top 1 \alpha & \omega_2^\top 2 \alpha & \omega_2^\top 3 \alpha \\
\omega_3^\top 1 \alpha & \omega_3^\top 2 \alpha & \omega_3^\top 3 \alpha
\end{bmatrix}
\begin{bmatrix}
\psi_1^\top \beta & \psi_2^\top \beta & \psi_3^\top \beta \\
0 & \sqrt{\mu^\top \beta} & 0
\end{bmatrix}
\begin{bmatrix}
d_1(\theta) \\
d_2(\theta) \\
d_3(\theta)
\end{bmatrix}.
\]
Eq. (3) shows that our MF rotation is composed of the 3D directions \( \{d_1, d_2, d_3\} \). In essence, these directions encode three DOF of the MF rotation. We use the image lines \( I_1 \) and \( I_2 \) to estimate its two DOF by Eqs. (1) and (2), and parametrize the MF rotation by the single parameter \( \theta \) encoding its third DOF. Therefore, we reduce the rotation space as a 1D space, which speeds up our search (see Section 5.2). Moreover, our parametrization contributes to computing tight bounds of our cost function efficiently, which further accelerates our search (see Section 5.3).

4.2. Sampling Two Image Lines

In Section 4.1, to compute two DOF of the MF rotation, we use two sampled image lines corresponding to two different VPs. However, we do not have the prior knowledge regarding which two image lines among the extracted lines satisfy this assumption. In addition, the extracted lines may be corrupted by outliers that do not correspond to any VP. To solve these problems, we randomly sample two image lines \( S \) times to guarantee at least one sampling satisfying our assumption (called the “valid” sampling). We compute \( S \) following RANSAC [13] as \( S = \frac{\log(1-c)}{\log(1-p)} \) where \( c \) is the confidence level, and \( p \) is the probability that two sampled lines correspond to two different VPs. We set \( c \) as 0.99 and set \( p \) as 15\%, and thus \( S \approx 28 \).

We also propose a method to improve the efficiency and robustness of sampling. Fig. 4 shows that in numerous practical cases, at least one VP corresponds to a set of nearly parallel image lines [35]. We generate a histogram of the image line directions. If the bin with the highest cardinality corresponds to a sharp peak (see red bin in Fig. 4), we sample the first line from this bin and the second line from the remaining bins (otherwise we use the random sampling). Accordingly, we set \( p \) as 30\% and \( S \approx 13 \). After \( S \) iterations, we hypothesize \( S \) MF rotations \( \{\hat{R}^{M-C}(\theta)\}_s \) (with the unknown third DOF \( \theta \)) by Eq. (3). Note that we may generate more than one valid and several invalid hypotheses. We efficiently identify the optimal one in Section 5.

5. Searching for the Third DOF

In this section, we search for the third DOF of the MF rotation. We model the search as the inlier set maximization and solve it by BnB. Moreover, we propose an efficient method to compute tight bounds of our cost function.

5.1. Inlier Set Maximization

In Section 4.2, we hypothesized \( S \) MF rotations \( \mathcal{R} = \{\hat{R}^{M-C}(\theta)\}_s \) (with the unknown third DOF \( \theta \)). To obtain the optimal MF rotation, two challenges exist: 1) among \( \mathcal{R} \), how to identify the optimal hypothesis \( \hat{R}^{M-C}(\theta) \); 2) for \( \hat{R}^{M-C}(\theta) \), how to obtain its optimal parameter \( \theta \). We tackle these two challenges as an inlier set maximization problem [13]. Given a set of image lines, we aim at finding the optimal MF rotation \( \hat{R}^{M-C}(\hat{\theta}) \) maximizing the number of inlier image lines whose associated 3D lines are aligned to the MF axes.

We present the mathematical formulation as follows. We denote the \( m \)-th column of the MF rotation \( \hat{R}^{M-C}(\theta) \) (i.e. the \( m \)-th MF axis) by \( [\hat{R}^{M-C}(\theta)]^m \) \( (m = 1, 2, 3) \). In the noise-free case, for an inlier image line \( I_k \), its associated unit projection plane normal \( n_k \) is orthogonal to a MF axis \( [\hat{R}^{M-C}(\theta)]^m \) (see Fig. 3). Under the presence of noise, we define the residual as

\[
\epsilon_k^m(\theta) = |n_k^T [\hat{R}^{M-C}(\theta)]^m|.
\]

Accordingly, we define the line \( I_k \) as an inlier if its residual \( \epsilon_k^m(\theta) \) is smaller than the threshold \( \tau = \cos \left( \frac{\tau}{2} \right) \), i.e. the angle error is smaller than \( \tau \). For the \( s \)-th hypothesized MF rotation \( \hat{R}^{M-C}(\theta) \) \( \in \mathcal{R} \), we compute its number of inliers \( N_s(\theta) \) among \( K \) extracted lines as

\[
N_s(\theta) = \sum_{k=1}^{K} \sum_{m=1}^{3} f(\epsilon_k^m(\theta)),
\]

where \( f(\epsilon_k^m(\theta)) \) represents the inlier function, i.e.

\[
f(\epsilon_k^m(\theta)) = \begin{cases} 
1, & \text{if } \epsilon_k^m(\theta) \leq \tau; \\
0, & \text{otherwise}. 
\end{cases}
\]

Let \( \hat{N}_s(\theta) \) denote the unknown maximum of \( N_s(\theta) \). We aim at finding 1) the optimal hypothesis \( \hat{R}^{M-C}(\theta) \) \( \in \mathcal{R} \) (i.e. \( \hat{s} \in \{1, \ldots, S\} \)), and 2) its optimal parameter \( \hat{\theta} \in [0, \pi] \) to achieve the global maximum of \( \{N_s(\theta)\}_{s=1}^{S} \) as

\[
\hat{R}^{M-C}(\hat{\theta}) = \arg \max_{s \in \{1, \ldots, S\}} \{N_s(\hat{\theta})\}_{s=1}^{S}.
\]

Figure 4. Image lines and histograms of their directions. Several nearly parallel image lines, which are associated with a bin with high cardinality, correspond to the same VP.

Compared with the algebraic error used by [25, 35], our residual \( \epsilon_k^m(\theta) \) in Eq. (5) corresponds to the geometric error that is known to be more meaningful [17]. Note that while we simplify the MF rotation by computing its two DOF, solving Eq. (7) is still relatively challenging. First, both the line clusters and the parameter \( \theta \) are unknown, which constitutes a non-convex problem [10]. Second, we reduce the search space at the cost of hypothesizing several invalid (or sub-optimal) MF rotations. In theory, testing each hypothesis and exhaustively searching over the interval \([0, \pi]\) of \( \theta \) could find the optimal solution, but it is not practical due to high complexity. In addition, the gradient descent method [7] is sensitive to the initialization of the hypothesis and parameter, and may get stuck into a local optimum.

5.2. Search Based on BnB

We employ BnB to solve Eq. (7) by searching for the optimal hypothesized MF rotation and its optimal parameter. BnB is a popular method to provide the globally optimal solution maximizing the number of inliers. It has been
used for various applications such as camera pose estimation \cite{10,16,27} and point set registration \cite{8,9,34}. It divides the search space into several sub-spaces, and computes the upper and lower bounds of the cost function for each sub-space. A sub-space is discarded if its associated bounds prove it does not contain the optimal solution (tight bounds thus accelerate discarding sub-spaces). Remaining sub-spaces are further divided and discarded until the optimal solution is found. In our context, the search space represents the interval $[0, \pi]$ of the parameter $\theta$, and the cost function represents the number of inliers of Eq. (7).

Fig. 5(a) shows that each hypothesized MF rotation corresponds to a binary tree. We continuously divide the original interval $[0, \pi]$ of $\theta$ and treat the sub-intervals as the child nodes. For the node $\Theta$ of the $s$-th tree, we assign it with the number of inliers $N_s(\Theta)$ (see Eq. (5)). Note that $\Theta$ represents an interval of $\theta$ rather than a number. Therefore, we compute the bounds rather than the specific value of $N_s(\Theta)$. We denote the lower and upper bounds of $N_s(\Theta)$ by $\underline{N}_s(\Theta)$ and $\overline{N}_s(\Theta)$ respectively, and introduce how to compute them in Section 5.3. We adopt the best-first search strategy \cite{34}, i.e. the interval whose upper bound is high has a high priority. In the following, we take some trees for example to explain how we search for the optimal hypothesis and its optimal parameter.

As shown in Fig. 5(a), we use the red tree ("r") to show our search of the optimal parameter. $\overline{N}_s(\Theta_{\text{IV-2}})$ is lower than $\underline{N}_s(\Theta_{\text{IV-1}})$, proving that the optimal solution of $\theta$ is not within the interval $\Theta_{\text{IV-2}}$. Therefore, we discard $\Theta_{\text{IV-2}}$. To accelerate the search, we also compute the midpoint of the interval $\Theta_{\text{IV-1}}$, which is denoted by $\bar{\Theta}_{\text{IV-1}}$. While $\overline{N}_s(\Theta_{\text{IV-2}})$ is higher than $\underline{N}_s(\Theta_{\text{IV-1}})$, we still discard the node $\Theta_{\text{IV-2}}$ since $\overline{N}_s(\Theta_{\text{IV-2}})$ is lower than $\underline{N}_s(\Theta_{\text{IV-1}})$. In addition, as shown in Fig. 5(b), we use the green tree ("g") and the blue tree ("b") to show our search of the optimal hypothesis. For the remaining intervals of each tree, we compute the bounds of their associated numbers of inliers (see Section 5.3). Then we compute the maximum of these upper bounds and the minimum of these lower bounds, which are called the local maximum and minimum respectively. The local maximum $\overline{N}_s(\Theta_{\text{IV-1}})$ is lower than the local minimum $\underline{N}_s(\Theta_{\text{IV-2}})$, proving that the hypothesis $R_s^{\hat{\alpha}-\hat{\epsilon}}(\theta)$ is less accurate than the hypothesis $R_s^{\hat{\alpha}-\hat{\epsilon}}(\theta)$. Therefore, we discard the blue tree and only search over the red and green trees. In addition, for all these trees, we compute the maximum of their local maxima, which is called the global maximum. As shown in Fig. 5(c), the interval $\Theta_{\text{VI-1}}$ of the red tree satisfies our stopping criterion. Specifically, the number of inliers computed by its midpoint $\bar{\Theta}_{\text{VI-1}}$ equals to the global maximum. We treat $R_s^{\hat{\alpha}-\hat{\epsilon}}(\bar{\Theta}_{\text{VI-1}})$ as the optimal MF rotation since it maximizes the number of inliers. We do not consider the green tree since its local maximum is not higher than (at most equals to) the global maximum.

Overall, we search for the third DOF of the MF rotation by fixing its two DOF computed by sampling, and thus obtain the quasi-globally optimal MF rotation efficiently. Moreover, for the cases with “fake” MF(s) defined by outliers, the pure search-based methods fail, and the pure sampling-based methods may not be accurate. In contrast, our approach provides accurate VPs thanks to our hybrid strategy, as will be shown in the experiments.

5.3. Bounds of the Number of Inliers

We propose a novel method to efficiently compute tight bounds of the number of inliers, i.e. $N_s(\Theta)$ and $\overline{N}_s(\Theta)$ used in Section 5.2. We begin with computing the bounds of the residual $\epsilon_k(\theta)$ in Eq. (4). By substituting Eq. (3) into Eq. (4), we rewrite $\epsilon_k(\theta)$ as three different types:

$$\epsilon_k^m(\theta) = \begin{cases} \xi^\top \alpha, & m = 1 \ (x\text{-axis of MF)}; \\ \xi^\top \beta / \sqrt{\mu}, & m = 2 \ (y\text{-axis of MF)}; \\ \varphi^\top \beta / \sqrt{\mu}, & m = 3 \ (z\text{-axis of MF)}; \end{cases}$$

where the known $\xi$, $\varphi$ and $\beta$ are computed by the known $\{\omega_1\}_1^3$, $\{\omega_2\}_1^3$ and $\{\psi\}_1^3$ in Eq. (3), respectively; $\alpha$ and $\beta$ composed of $\sin(\theta)$ and $\cos(\theta)$, as well as the known $\mu$, are defined in Section 4.1. Eq. (8) shows that the elements of $\epsilon_k^m(\theta)$ satisfy two forms: 1) $a \cdot \sin(\theta) + b \cdot \cos(\theta)$ that is called the “linear trigonometric polynomial” and denoted by “L”; 2) $c \cdot \sin^2(\theta) + d \cdot \sin(\theta) \cdot \cos(\theta) + e \cdot \cos^2(\theta)$ that is called the “quadratic trigonometric polynomial” and denoted by “Q”. We reformulate computing the bounds of the residual $\epsilon_k^m(\theta)$ as computing the bounds of its elements, i.e. the trigonometric polynomials L and Q.

To compute the bounds of L, we transform it as

$$L = a \cdot \sin(\theta) + b \cdot \cos(\theta) = u_1 \cdot \sin(\theta + \phi_1),$$

where $u_1 = \sqrt{a^2 + b^2}$ and $\phi_1 = \arctan(b/a)$. To compute the bounds of Q, we transform it as

$$Q = c \cdot \sin^2(\theta) + d \cdot \sin(\theta) \cdot \cos(\theta) + e \cdot \cos^2(\theta) = (d/2) \cdot \sin(2\theta) + ((c-e)/2) \cdot \cos(2\theta) + (c+e)/2$$

where $u_2 \cdot \sin(\theta + \phi_2) + u_2$, with
where \( u_2 = \sqrt{a^2 + (c-e)^2}/2 \) and \( \nu_2 = \arctan ((e-c)/d) \) and \( w_2 = (c+e)/2 \). We thus express \( L \) and \( Q \) by \( \sin(\theta + v_1) \) and \( \sin(2\theta + v_2) \), respectively. The sign ("+" or "-") of \( u_1 \) and \( u_2 \) depends on the sign of \( a \) and \( d \), respectively. Without loss of generality, we introduce the case that \( u_1 > 0 \) and \( u_2 > 0 \).

Given an interval of \( \theta \) denoted by \( \Theta = [\theta, \theta_0] \), we first compute 1) the domain of \( L \), i.e. \( D_1 = [\theta + v_1, \theta + v_1] \in [-\pi/2, \pi] \) (denoted by \( [D_1, D_1] \)), and 2) the domain of \( Q \), i.e. \( D_2 = [2\theta + v_2, 2\theta + v_2] \in [-\pi/2, \pi] \) (denoted by \( [D_2, D_2] \)). Then we efficiently obtain the ranges, i.e. the strict bounds of \( L \) and \( Q \). Specifically, as shown in Fig. 6(left), we obtain the strict bounds of \( L \) by judging whether the stationary point \( \pi/2 \) is within its domain \( D_1 \) as

\[
L = \begin{cases} 
\begin{aligned}
 & u_1 \cdot \sin(D_1), \sin(D_1) ; \\
 & u_1 \cdot \max(\sin(D_1), \sin(D_1)) ;
\end{aligned}
\end{cases}
\]

if \( \pi/2 \in D_1 \) \( ; \) (11)

As shown in Fig. 6(right), we obtain the strict bounds of \( Q \) by judging whether the stationary points \( \{ \pi/2, 3\pi/2 \} \) are within its domain \( D_2 \) as

\[
Q = \begin{cases} 
\begin{aligned}
 & u_2 + w_2 \quad \text{if } \pi/2 \in D_2 ; \\
 & u_2 + w_2 \quad \text{otherwise}.
\end{aligned}
\end{cases}
\]

Based on the bounds of \( L \) and \( Q \) obtained by Eqs. (11) and (12), we compute the bounds of the residual \( \epsilon^m_k(\theta) \) in Eq. (8). Specifically, for \( \epsilon^L_k(\theta) \), we use the bounds of \( L^2 \); for \( \epsilon^Q_k(\theta) \), we use the bounds of \( \{Q^e, Q^h\} \); for \( \epsilon^{\pm}_k(\theta) \), we use the bounds of \( \{Q^e, Q^h\} \). Our residual bound computation exploits the absolute value operation of a single interval\(^1\) and/or the division operation between two interval.

---

\(^1\)[\(x, y\)] = \[\min(|x|, |y|), \max(|x|, |y|)\], if \( x \cdot y > 0 \); \[|x, y|\] = \[0, \max(|x|, |y|)\], if \( x \cdot y \leq 0 \) where \( x \) and \( y \) represent the lower and upper bounds of an interval, respectively.

---

![Figure 6. Curves of the trigonometric polynomials expressed by the sine functions: (left) linear trigonometric polynomial \( L \) in Eq. (9); (right) quadratic trigonometric polynomial \( Q \) in Eq. (10).](image-url)
Figure 7. Accuracy comparison in an outlier-free case: (left) precision; (right) recall. We show mean and median in blue and cyan, respectively (we run BnB [5] once and show its results in gray).

Figure 8. Accuracy comparison with respect to the outlier ratio: average precision (left) and recall (right).

Figure 9. Efficiency comparison in terms of the number of iterations: (left) evolution of the upper and lower bounds of the number of inliers (we report the local maxima and minima of hypotheses); (right) evolution of the proportion of remaining intervals.

Table 1. Computational time comparison

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>time (s)</td>
<td>0.011</td>
<td>0.187</td>
<td>3.501</td>
<td>0.276</td>
</tr>
</tbody>
</table>

Figure 10. $F_1$-score comparison by fixing the time budget for our method and changing it for RANSAC [35] and J-Linkage [32].

Accuracy evaluation. Due to the sampling uncertainty, we conduct 1000 trials for RANSAC, J-Linkage and our method. Fig. 7 shows a representative comparison with 3 VP sets and 150 inlier lines. The noise level is $\sigma = 5$. RANSAC fails to completely retrieve inliers due to the effect of noise. J-Linkage mistakenly clusters several lines since its line descriptors may be contaminated by noise. BnB successfully retrieves all the inliers. Our method achieves high precision and recall thanks to our hybrid method for MF rotation computation. In addition, Fig. 8 shows the comparison under the presence of outliers. Given 150 lines, we fix the noise level as $\sigma = 3$ and vary the outlier ratio from 10% to 60%. High outlier ratios increase the difficulty of valid sampling. RANSAC and J-Linkage obtain unsatisfactory results for more than 30% outliers. In contrast, our method is more robust since it requires less samples. Note that BnB becomes unstable for high outlier ratios since it may retrieve a “fake” MF defined by numerous outliers, which will be fully analyzed in Section 6.2.

Efficiency evaluation. We report the result of a representative test with 2 VP sets and 100 inliers. The noise level is $\sigma = 4$. We first compare BnB with our method in terms of the number of iterations. We hypothesize 13 MF rotations by 2 valid and 11 invalid samplings (the validity is identified by the ground truth cluster labels). Fig. 9(left) shows the evolution of the bounds of the number of inliers. Without loss of generality, we randomly select 5 invalid hy-
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These lines are outlier-free and correspond to 2 or 3 VPs.

In contrast, BnB requires 318 iterations.

Fig. 9(right) shows the evolution of the proportion of re-
remaining hypotheses, their local maxima of upper bounds are smaller than the local minimum of lower bounds of our second valid hypothesis, and thus they are discarded. At the 9-th iteration, an interval associated with our second valid hypothesis satisfies our stopping criterion (see Section 5.2). Therefore, our method takes only 9 iterations to obtain all the inliers. In contrast, BnB requires 318 iterations.

In addition, we conduct 500 independent trials using the above data and present the average run time of various methods in Table 1. RANSAC is efficient at the cost of sacrificing accuracy. Our method is significantly faster than BnB and is similar to J-Linkage. In addition, we fix the time cost $t$ of our method as about 0.2s, and vary the time budget of RANSAC and J-Linkage from $\frac{t}{20}$ to $t$ under the outlier ratio 40%. As shown in Fig. 10, while RANSAC and J-Linkage improve their accuracy as their time budgets increase, our method achieves the highest $F_1$-score [7] given the same time budget $t$.

6.2. Real-world Images

To evaluate various methods on real-world images, we conduct experiments on the York Urban Database [12]. It is composed of 102 calibrated images of 640×480 pixels, and each image contains a set of manually extracted lines. These lines are outlier-free and correspond to 2 or 3 VPs.

Fig. 11 shows a representative comparison, and Fig. 12 reports the precision and recall of various method on all the images. RANSAC and J-Linkage fail to guarantee the precision and recall simultaneously. BnB stably obtains all the inliers. Our method is less sensitive to noise than RANSAC and J-Linkage, and achieves similar accuracy to BnB. In addition, Fig. 13 shows the clustering result of a set of im-

Figure 11. VP estimation using the manually extracted image lines on the York Urban Database [12]. Different image line clusters are shown in respective colors. The pair of numbers below each image represents the precision and recall of image line clustering.

Figure 12. Accuracy comparison on 102 images of YUD [12]: precision (left) and recall (right).

Figure 13. VP estimation using the image lines corrupted by outliers. The connection between a clustered line and its corresponding VP is shown in dotted line (the angle between its projection plane normal and its corresponding MF axis is 90±2°).

7. Conclusion

We proposed a hybrid MF rotation computation approach to estimate VPs in Manhattan world. We first compute two DOF by two sampled image lines and then search for the third DOF by BnB. Our sampling speeds up our search by reducing the search space and simplifying the bound computation. Our search is not sensitive to noise and achieves quasi-global optimality. Experiments on synthetic and real-world images showed that our approach outperformed state-of-the-art methods in terms of accuracy and/or efficiency. In the future, we will focus on computing one DOF by sampling and two DOF by search.
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