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Abstract

Multi-view clustering is a long-standing important re-

search topic, however, remains challenging when handling

high-dimensional data and simultaneously exploring the

consistency and complementarity of different views. In

this work, we present a novel Reciprocal Multi-layer Sub-

space Learning (RMSL) algorithm for multi-view cluster-

ing, which is composed of two main components: Hierar-

chical Self-Representative Layers (HSRL), and Backward

Encoding Networks (BEN). Specifically, HSRL constructs

reciprocal multi-layer subspace representations linked with

a latent representation to hierarchically recover the un-

derlying low-dimensional subspaces in which the high-

dimensional data lie; BEN explores complex relationships

among different views and implicitly enforces the subspaces

of all views to be consistent with each other and more sep-

arable. The latent representation flexibly encodes comple-

mentary information from multiple views and depicts data

more comprehensively. Our model can be efficiently opti-

mized by an alternating optimization scheme. Extensive ex-

periments on benchmark datasets show the superiority of

RMSL over other state-of-the-art clustering methods.

1. Introduction

Multi-view clustering, which aims to obtain a consen-

sus partition of data across multiple views, has become a

fundamental technique in the computer vision and machine

learning communities. It is common in many practical ap-

plications that data are described using high-dimensional

and highly heterogeneous features from multiple views. For

example, one image can be represented by different descrip-

tors such as Gabor [16], SIFT [20], and HOG [8], etc. Com-

pared to single-view approaches, multi-view clustering can

access to more comprehensive characteristics and structural
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information hidden in the data. However, most of con-

ventional methods [4, 7, 32] directly project multiple raw

features into a common space, while neglecting the high-

dimensionality of data and large imbalances between differ-

ent views, which will degrade the clustering performance.

Under the assumption that high-dimensional data can

be well characterized by low-dimensional subspaces, sub-

space clustering aims to recover the underlying subspace

structure of data. The effectiveness and robustness of exist-

ing self-representation-based subspace clustering methods

[10, 19, 12, 21] have been validated. The key of these meth-

ods is to find an affinity matrix, each entry of which reveals

the degree of similarity of two samples.

Recently, several multi-view subspace clustering meth-

ods have been proposed [6, 31, 32, 28, 22], which can

be roughly divided into two main groups. The first cat-

egory [6, 31] conducts self-representation within each in-

dividual view to learn an affinity matrix. By combin-

ing all view-specific affinity matrices together, an compre-

hensive similarity matrix which reflects intrinsic relation-

ships among data is resulted. Although these methods have

achieved promising performances, there are still some lim-

itations: first, these methods reconstruct data within each

single view, thus can not well extract comprehensive infor-

mation; second, they focus on exploiting linear subspaces

of data, while many real-world datasets are not necessar-

ily subject to linear subspaces. The second category [32]

aims to search for a latent representation shared by different

views and then conducts self-representation on it. Despite

the comprehensiveness of latent representation, these ap-

proaches can not explore the consistency of different views.

In addition, these methods integrate multiple views in the

raw-feature level, thus they are easily affected by the high-

dimensionality of original features and possible noise.

To address above limitations, we propose the Reciprocal

Multi-Layer Subspace Learning (RMSL) algorithm to clus-

ter data from multiple sources. There is a basic assump-

tion for multi-view clustering problem that different views
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Figure 1. Illustration of the Reciprocal Multi-Layer Subspace Learning (RMSL) for multi-view clustering. We simultaneously construct

view-specific {Θv
S}

V
v=1 and common ΘC subspace representations to reciprocally recover the subspace structure of data; the latent rep-

resentation H is learned by enforcing it to be similar to different view-specific subspace representations through BEN, which implicitly

drives subspaces of different views to be consistent with each other.

would share a common underlying cluster structure [15],

thus we co-regularize view-specific subspace representa-

tions into a consensus one to enhance the structural consis-

tency of different views. As shown in Figure 1, we construct

reciprocal multi-layer subspace representations linked with

the latent representation H to hierarchically recover the un-

derlying cluster structure of data. Specifically, multi-layer

subspace representations reciprocally improve each other

in a joint framework; BEN reconstructs view-specific self-

representations from the common representation H, so that

H will flexibly integrate comprehensive information from

multiple views and reflect the intrinsic relationships among

data points. Note that, instead of integrating multiple views

in the raw-feature level like LMSC [32], we encode mul-

tiple view-specific subspace representations {Θv
S}

V
v=1 into

the latent representation H through BEN, which is of vi-

tal importance because subspace representations can reflect

underlying cluster structures of data. The contributions of

this paper include:

• We propose the Reciprocal Multi-Layer Subspace Learn-

ing (RMSL) method, which constructs reciprocal multi-

layer subspace representations linked with a latent represen-

tation to hierarchically identify the underlying cluster struc-

ture of high-dimensional data.

• Based on reconstruction, we learn the latent representa-

tion by enforcing it to be close to different view-specific

representations, which implicitly co-regularizes subspace

structures of all views to be consistent with each other.

• With the introduction of neural networks, more general

relationships among different views can be explored, and

the latent representation will flexibly encode complemen-

tary information from multiple views.

• Our model is optimized by alternating optimization al-

gorithm and shows superior performances on real-world

datasets in comparison with other state-of-the-art methods.

2. Related Work

Subspace Clustering. Self-representation-based sub-
space clustering is quite effective for high-dimensional data.
Given a set of data points X = [x1,x2, . . . ,xN ] drawn
from multiple subspaces, each one can be expressed as a
linear combination of all the data points, i.e., X = XZ,
where Z is the learned self-representative coefficient ma-
trix. The underlying subspace structure can be revealed by
optimizing the following objective function:

min
Z

L(X;Z) + βR(Z), (1)

where L(· ; ·) and R(·) are the self-representation term and
the regularizer on Z, respectively. Then the similarity ma-
trix S is further obtained by S = |Z| + |ZT | for spectral
clustering. Existing methods mainly differ in the choices of
norms for these two terms as summarized in Table 1.

Multi-View Clustering. Multi-view clustering has in-
spired a surge of research interest in machine learning. Ku-
mar et al. imposed co-regularized strategy on spectral clus-
tering [15]. Xia et al. obtained a shared low-rank transition
probability matrix as an input to the Markov chain for spec-
tral clustering [29]. Tao et al. conducted multi-view clus-
tering in ensemble clustering way [25], which constructs a
consensus partition of data across different views based on
all view-specific Basic partitions (BP). Nonnegative matrix
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factorization-based methods decompose each feature matrix
into a centroid one and a cluster assignment to preserve the
local information. For example, Zhao et al. combined deep
matrix factorization into the multi-view clustering frame-
work to search for a factorization associated with the com-
mon partition of data [34]. Based on multiple kernel learn-
ing, Tzortzis et al. integrated heterogeneous features rep-
resented in terms of kernel matrices [26]. For large-scale
data, Zhang et al. presented a Binary Multi-View Cluster-
ing (BMVC) framework [33], which significantly reduces
the computation and memory footprint, while obtaining su-
perior performance.

There are two main categories for Multi-view Subspace
Clustering (MSC) methods. One category conducts self-
representation within each view [6, 31] and simultaneously
explores correlations among different views. Diversity-
induced Multi-view Subspace Clustering (DiMSC) [6] pro-
poses to enhance the complementarity of different subspace
representations by reducing redundancy; Low-rank Ten-
sor Constrained Multi-view Subspace Clustering (LT-MSC)
[31] models inter-view high-order correlations using tensor.
Let Xv and Z

v denote feature matrix and subspace repre-
sentation corresponding to the vth view, respectively, then
we obtain the following general formulation:

min
{Zv}V

v=1

L({Xv}Vv=1; {Z
v}Vv=1) + λR({Zv}Vv=1), (2)

where L(· ; ·) and R(·) are the loss function for data
reconstruction and the regularizer on Z

v , respectively.
The second category conducts subspace representation

based on the common latent representation rather than
original features. Latent Multi-view Subspace Clustering
(LMSC) [32] explores complementary information from
different views and simultaneously constructs a latent
representation. The objective function can be written as:

min
H,Θ,Z

L1({X
v}Vv=1,H;Θ) + λ1L2(H;Z) + λ2R(Z), (3)

where L1(· ; ·) and L2(· ; ·) represent loss functions for

multi-view data reconstruction and subspace representation,

respectively. Θ is the parameter to learn the latent represen-

tation.

Multi-View Representation Learning. The growing

amount of data collected from multiple information sources

presents an opportunity to learn better representations.

There are two main training criteria that have been applied

for recently proposed Deep Neural Networks-based multi-

view representation learning methods. One is based on

auto-encoder [23], which learns a shared representation be-

tween modalities for better reconstructing inputs; the other

is based on Canonical Correlation Analysis (CCA) [11],

which projects different views into a common space by

maximizing their correlations, such as Deep Canonical Cor-

relation Analysis (DCCA) [2]. In addition, Wang et al. com-

bined the criteria of CCA and auto-encoder, and proposed

the Deep Canonically Correlated Auto-Encoder (DCCAE)

Table 1. The choices of norms for subspace clustering

Algorithm L(X;Z) R(Z)

SSC [10] ||X−XZ||1 ||Z||1

LRR2,1 [19] ||X−XZ||2,1 ||Z||∗

LRR1 [19] ||X−XZ||1 ||Z||∗

LRR2 [19] ||X−XZ||2F ||Z||∗

LSR [21] ||X−XZ||2F ||Z||2F
SMR [12] ||X−XZ||2F tr(ZLZT )

[27]. In addition, there are also many methods [30, 9] for

handling heterogeneous data from multiple sources.

3. The Proposed Approach

3.1. Hierarchical Self­Representative Layers

The self-representation term L(X;Z) in Eq. (1) can be

taken as a linear fully connected layer without activations

termed Self-Representative Layer (SRL) [13]. Specifically,

xi and Z denote a node in the network and the weighting

parameters of SRL, respectively. Moreover, R(Z) imposes

regularization on the weights of SRL.
Assuming that {X1, . . . ,XV } come from V different

views, and H represents the latent representation, we aim
to simultaneously construct view-specific and common sub-
space representations denoted as {Θv

S}
V
v=1 and ΘC , re-

spectively, using Hierarchical Self-Representative Layers
(HSRL). Specifically, view-specific SRL maps original fea-
tures into subspace representations, and the common SRL
further reveals the subspace structure of latent representa-
tion H. Both of them simultaneously explore structural in-
formation of data, handle possible noise, and improve the
clustering performance. We update the weighting parame-
ters of HSRL using the objective function below:

min
{Θv

S
}V
v=1

,ΘC

LS({X
v}Vv=1,H; {Θv

S}
V
v=1,ΘC)

+ βR({Θv
S}

V
v=1,ΘC),

(4)

where LS(· ; ·) denotes the loss function associated with
self-representation. In this work, we consider applying
Frobenius norm on reconstruction loss to alleviate noise ef-
fect, and choosing nuclear norm for regularization term to
guarantee the high within-class homogeneity [19]. Then we
rewrite Eq. (4) as:

min
{Θv

S
}V
v=1

,ΘC

1

2

V∑

v=1

||Xv −X
v
Θ

v
S ||

2

F +
1

2
||H−HΘC ||

2

F

+β(

V∑

v=1

||Θv
S ||∗ + ||ΘC ||∗).

(5)

3.2. Backward Encoding Networks

Considering the complementarity of different view-
specific subspace representations, we introduce the Back-
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ward Encoding Networks (BEN) to explore complex rela-
tionships among them and simultaneously construct a latent
representation H. Note that, instead of forward projecting
diverse views into a common low-dimensional space like
CCA-based methods [7, 2], we try to learn a common la-
tent representation H by using it to reconstruct all view-
specific representations {Θv

S}
V
v=1 through nonlinear map-

pings {gΘv

E
(H)}Vv=1, where Θ

v
E is the weighting parame-

ter of BEN corresponding to the vth view. For example, the
latent vector hi is mapped to the ith vector Θv

S,i in the vth

view, i.e., Θv
S,i = gΘv

E
(hi). By enforcing the latent rep-

resentation to be close to each view-specific subspace rep-
resentation, subspace structures of all views will be consis-
tent with each other. We update BEN parameters {Θv

E}
V
v=1

and infer the latent representation H with the following loss
function:

min
{Θv

E
}V
v=1

,H

LE({Θ
v
S}

V
v=1,H; {Θv

E}
V
v=1) + γR({Θv

E}
V
v=1)

= min
{Θv

E
}V
v=1

,H

1

2

V∑

v=1

||Θv
S − gΘv

E
(H)||2

F
+ γ

V∑

v=1

||Θv
E ||

2

F (6)

with gΘv

E
(H)=W

v
Mf(Wv

M−1 · · · f(W
v
1H)),

where LE(· ; ·) denotes the reconstruction loss for updat-
ing H. BEN consists of M fully connected layers, which
are able to nonlinearly encode complementary information
from different views into a common latent representation
H. Besides, we introduce the regularization R(Θv

E) on the
networks to raise the generalization ability of our model.
Specifically, Wv

M is the weight matrix between the M th
and (M − 1)th layer corresponding to the vth view, and
f(·) is the activation function.

Consequently, the model parameters Θ of RMSL, in-
cluding BEN parameters Θ

v
E and HSRL parameters Θ

v
S

(view-specific), ΘC (common), can be jointly optimized by
the following general objective function:

min
H,Θ

αLE({Θ
v
S}

V
v=1,H; {Θv

E}
V
v=1) + γR({Θv

E}
V
v=1) (7)

+LS({X
v}Vv=1,H; {Θv

S}
V
v=1,ΘC) + βR({Θv

S}
V
v=1,ΘC).

To summarize, our model constructs reciprocal multi-

layer subspace representations linked with a latent repre-

sentation, to hierarchically recover the cluster structure of

data and seek for a common partition of data shared by all

the views. LMSC [32] learns a latent representation based

on original feature matrices {X1, . . . ,XV }, while cannot

explore the consistency of different views, and it is easily

affected by the high-dimensionality and possible noise of

raw data. Considering subspace representation can reveal

the underlying low-dimensional subspace structure of high-

dimensional data, our model drives the latent representation

H to be similar to different view-specific subspace repre-

sentations {Θv
S}

V
v=1, which implicitly facilitates subspace

structures of all views to be consistent with each other.

Similar to ours, DCCAE [27] also constructs a common

space based on view-specific features extracted from orig-

inal views with DNNs, but it is quite different from ours:

(1) we learn view-specific subspace representations using

SRL, which is quite effective for high-dimensional data,

and basically subspace representation itself is also high-

dimensional, which inspires us to construct multi-layer

self-representations to hierarchically identify the underly-

ing cluster structure of data; (2) DCCAE integrates multiple

views by maximizing their correlations according to Canon-

ical Correlation Analysis (CCA), but neglects the comple-

mentarity of different views. Different from DCCAE, we

learn a shared latent representation by reconstructing each

view-specific subspace representation from it using BEN,

which enforces the latent representation to flexibly encode

complementary information from all views.

3.3. Optimization

To optimize our objective function in Eq. (7), we employ
the Alternating Direction Minimization (ADM) strategy. In
order to make objective function separable, we replace Θ

v
S

and ΘC with the newly introduced auxiliary variables R
v

and J, respectively, and then obtain the following equivalent
objective function:

min
Θ,H,J,{R}V

v=1

1

2

V∑

v=1

||Xv −X
v
Θ

v
S ||

2

F +
1

2
||H−HΘC ||

2

F

+ β(

V∑

v=1

||Rv||∗ + ||J||∗) +

V∑

v=1

αv

2
||Θv

S − gΘv

E
(H)||2F (8)

+ γ

V∑

v=1

||Θv
E ||

2

F s.t. ΘC = J, Θ
v
S = R

v
.

We adopt the Augmented Lagrange Multiplier (ALM)
[18] method to solve this problem by minimizing the
following function:

L(Θ,H,J, {Rv}Vv=1) =
1

2

V∑

v=1

||Xv −X
v
Θ

v
S ||

2

F

+
1

2
||H−HΘC ||

2

F +
V∑

v=1

αv

2
||Θv

S − gΘv

E
(H)||2F

+ β(

V∑

v=1

||Rv||∗ + ||J||∗) + γ

V∑

v=1

||Θv
E ||

2

F

+
V∑

v=1

Φ(Yv
1 ,Θ

v
S −R

v) + Φ(Y2,ΘC − J).

(9)

We define Φ(Y,D) = µ
2 ‖D‖2F + 〈Y,D〉, where

〈·, ·〉 is the Frobenius inner product defined as 〈A,B〉 =
tr
(

A
T
B
)

. µ > 0 and Y are the penalty factor and La-
grange multiplier, respectively. According to ADM strat-
egy, we divide our objective function into the following sub-
problems:
• Update the HSRL parameters Θ

v
S and ΘC : fixing the
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other variables, we update Θv
S by solving the following sub-

problem:

Θ
v∗
S = argmin

Θv

S

αv

2
||Θv

S − gΘv

E
(H)||2F

+
1

2
||Xv −X

v
Θ

v
S ||

2

F +Φ(Yv
1 ,Θ

v
S −R

v).

(10)

Taking the derivative with respect to Θ
v
S and setting it to

zero, we can get the closed-form solution:

Θ
v∗
S = [(Xv)TXv + (αv + µ)I]−1

·[(Xv)TXv + µR
v −Y

v
1 + α

v
gΘv

E
(H)].

(11)

Similarly, the subproblem with respect to ΘC is:

Θ
∗
C = argmin

ΘC

1

2
||H−HΘC ||

2

F +Φ(Y2,ΘC − J). (12)

The solution associated with this subproblem is:

Θ
∗
C = (HT

H+ µI)−1(HT
H+ µJ−Y2). (13)

• Update the BEN parameters Θ
v
E , i.e., Wv

1 and W
v
2 : in

this paper, we define gΘv

E
(H) as a two-layer fully con-

nected network and W
v
1 , Wv

2 are the weight matrices be-
tween adjacent layers. In addition, we adopt the ’tanh’
activation function whose derivative is: tanh′(z) = 1 −
tanh2(z). Then we rewrite Eq. (6) as:

L(Wv) =
αv

2
||Θv

S −W
v
2f(W

v
1H)||2F

+
γ

2
(||Wv

1 ||
2

F + ||Wv
2 ||

2

F ).
(14)

The rules to update W
v
1 and W

v
2 are as follows:

W
v∗
2 = Θ

v
S(F

v)T [Fv(Fv)T +
γ

αv

I]−1
,

and
∂L(W)

∂Wv
1

= α
v(Wv

2)
T (Wv

2F
v −Θ

v
S)

◦ (1− F
v ◦ Fv)HT + γW

v
1 ,

(15)

where Fv = f (Wv
1H) = tanh(Wv

1H), 1 denotes a matrix
whose elements are all ones, and ◦ represents element-wise
multiplication. We adopt the Gradient Descent (GD) algo-
rithm to update W

v
1 .

• Update H: similarly, H also can be effectively optimized
by GD, where the gradient with respect to H is:

∂L(H)

∂H
=

V∑

v=1

α
v(Wv

1)
T [(Wv

2)
T (Wv

2F
v −Θ

v
S)

◦(1− F
v ◦ Fv)] +H(I−ΘC −Θ

T
C +ΘCΘ

T
C).

(16)

• Update auxiliary variables J, Rv , and multipliers Yv
1 , Y2:

J
∗ = argmin

J

β

µ
||J||∗ +

1

2
||J− (ΘC +

Y2

µ
)||2F ,

R
v∗ = argmin

Rv

β

µ
||Rv||∗ +

1

2
||Rv − (Θv

S +
Y

v
1

µ
)||2F ,

Y
v∗
1 = Y

v
1 + µ(Θv

S −R
v),

Y
∗
2 = Y2 + µ(ΘC − J).

(17)

Algorithm 1: Optimization of our method

Input: Multi-view data: {X(1), ...,X(V )},

hyperparameters {αv}Vv=1, β and γ, the

dimensionality of latent representation K.

Initialize: Randomly initialize latent representation

H, HSRL parameters ΘC , and BEN parameters

{Θ
v

E}
V
v=1; Generate {Θv

S}
V
v=1 by Eq. (1); µ = 10−5,

ρ = 1.5, ǫ = 10−4, maxµ = 106.

while not converged do

Update the HSRL parameters {Θ
v

S}
V
v=1,ΘC

according to Eq. (11) and Eq. (13);

Update BEN parameters {Θ
v

E}
V
v=1 by Eq. (15);

Update the latent representation H by Eq. (16);

Update auxiliary variables J, {Rv}Vv=1 and

multipliers {Yv
1}

V
v=1, Y2 according to Eq. (17);

Update the parameter µ by µ = min(maxµ, ρµ);
Check the convergence conditions:

||ΘC − J||∞ < ǫ and ||Θv
S −R

v||∞ < ǫ.

end

Output: H, {Θ
v

S}
V
v=1, ΘC .

The subproblems corresponding to J and R
v can be

solved by the Singular Value Thresholding (SVT) [5] algo-

rithm. For clarification, the optimization procedure is sum-

marized in Algorithm 1.

3.4. Complexity Analysis

The computational cost of our method is mainly com-

posed of two parts, i.e., affinity matrix learning and spec-

tral clustering. For clarification, we define N,T, V,K as

the number of data points, iterations, views, and the dimen-

sionality of latent space, respectively. L1 and L2 denote the

iterations of GD for updating W1 and H, and D1 is the di-

mensionality of middle layer of the network. The complex-

ity of spectral clustering is O(N3) from singular value de-

composition. As for affinity matrix learning, the complex-

ities of updating Θ
v
S , ΘC , J, and R

v are O(N3). Updat-

ing BEN parameters and latent representation H consume

O(L1D1V N2) and O(L2(N
3+D1V N2+KN2)), respec-

tively. The total complexity of our model is O(T (L2N
3 +

(L1+L2)D1V N2+L2KN2)), where L1, L2, D1, and V

can be seen as constants. In general, the computational

complexity is O(N3).
The main complexities of self-representative subspace

clustering methods [6, 31, 32] are from the graph (with the

size N ×N ) involved, which leads to high time-complexity

matrix operations, such as SVD decomposition. Generally,

the total complexities of these methods on large-scale data

are O(N3).
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Table 2. Performance comparisons of different methods

Datasets Metrics Co-Reg RMSC DMF MVEC BMVC DiMSC LT-MSC LMSC Ours

Football

ACC 62.96±1.21 78.55±3.84 78.98±1.29 77.08±2.55 77.42±0.00 75.40±2.26 79.03±2.01 86.25±1.45 91.57±0.93

NMI 76.58±1.47 84.34±2.04 83.38±0.79 83.36±1.11 80.22±0.00 82.16±1.45 84.22±1.17 89.31±2.22 92.29±0.42

F-score 60.19±2.81 70.97±4.01 70.35±0.87 67.08±3.70 63.72±0.00 67.13±1.19 71.32±1.37 79.40±1.40 83.87±1.57

RI 93.33±0.21 97.08±0.44 96.51±0.44 96.22±0.54 96.69±0.00 96.74±0.59 97.19±0.55 97.97±0.73 98.40±0.16

Reuters

ACC 26.38±1.75 39.46±1.29 40.02±2.40 50.10±0.00 44.10±0.01 43.70±1.13 34.30±0.63 48.50±1.06 54.04±0.56

NMI 28.74±1.13 19.00±0.75 22.88±1.15 30.17±0.02 25.41±0.00 23.31±0.33 17.93±1.32 31.23±0.99 37.49±0.76

F-score 36.45±1.67 31.86±1.40 34.63±1.37 39.59±0.02 37.93±0.00 33.01±0.39 28.29±0.95 40.69±1.21 44.20±0.45

RI 68.60±0.29 68.05±0.92 58.71±1.29 74.17±0.62 69.15±0.00 67.49±0.28 68.16±0.53 68.37±0.63 71.37±0.35

BBCSport

ACC 73.31±0.58 73.72±0.37 76.84±0.00 96.88±0.00 80.70±0.00 95.10±2.17 90.26±0.73 96.32±0.78 97.61±0.18

NMI 71.76±0.05 60.84±0.75 53.39±0.08 90.32±0.02 70.80±0.00 85.11±0.13 77.54±0.46 88.66±0.46 91.73±0.52

F-score 76.64±0.14 65.51±0.20 62.46±0.01 93.72±0.02 80.81±0.00 91.02±0.14 80.16±0.59 92.54±0.26 95.35±0.41

RI 89.14±0.03 92.29±0.33 82.45±0.00 97.02±0.01 90.23±0.00 95.72±0.10 90.36±0.27 96.49±0.11 97.81±0.19

ORL

ACC 60.89±1.85 75.20±2.84 74.45±2.29 71.06±2.02 72.75±0.00 83.84±1.16 81.94±2.54 82.75±1.20 88.10±1.27

NMI 84.56±1.41 89.76±1.98 86.27±1.00 80.23±1.16 85.20±0.00 94.02±1.35 93.10±1.06 92.81±0.57 94.96±0.47

F-score 63.38±2.38 70.12±4.34 64.61±2.56 61.94±2.31 62.95±0.00 80.71±1.38 75.83±2.62 77.53±1.14 84.22±1.43

RI 97.30±0.25 97.53±0.34 98.31±0.14 97.16±0.65 98.23±0.00 98.73±0.17 98.37±0.40 98.80±0.09 99.15±0.07

COIL-20

ACC 56.02±0.07 68.59±4.50 72.97±0.20 70.45±2.24 73.33±0.00 72.78±1.44 80.43±1.12 74.72±1.53 82.19±1.39

NMI 76.54±1.24 80.11±1.88 85.80±0.26 87.76±0.89 80.07±0.00 84.61±1.75 86.27±0.25 86.63±1.40 94.10±1.32

F-score 59.37±0.13 65.62±4.26 63.22±1.03 64.05±2.12 67.62±0.00 71.99±0.50 76.13±0.75 71.26±1.72 81.20±1.72

RI 95.51±0.38 96.64±0.32 95.44±0.19 95.35±0.49 96.66±0.00 97.14±0.11 97.23±0.28 96.94±0.37 97.90±0.41

ANIMAL

ACC 21.87±1.63 61.58±4.50 45.92±1.80 57.96±1.33 50.15±0.00 32.61±1.81 33.65±0.67 64.47±0.44 66.16±0.54

NMI 45.46±0.71 70.46±1.84 56.64±1.31 68.72±0.50 66.76±0.00 44.62±0.89 41.29±0.40 72.66±0.35 73.19±0.60

F-score 21.19±1.14 54.30±4.16 32.86±2.17 49.31±2.49 41.47±0.00 20.66±1.10 21.65±0.49 54.54±0.37 57.29±1.14

RI 96.55±0.16 97.95±0.35 97.09±0.22 97.12±0.25 96.98±0.00 96.30±0.23 96.53±0.16 97.97±0.08 98.12±0.05

1 The top value is highlighted in red bold font and the second best in blue.

4. Experiments

4.1. Datasets

We evaluate the clustering performance of our model

over three different types of benchmark datasets, including

image, text, and community networks.

• Football1 consists of 248 English football players and

clubs active on Twitter, which are described from 9 differ-

ent views. The disjoint communities are associated with 20

clubs in the league.

• Reuters [1] is a multilingual dataset including 1000

newswire articles of 6 classes written in 5 languages.

• BBCSport2 is a collection of 544 documents associated

with 2 views taken from sports articles in 5 topical areas.

• ORL3 contains 400 face images of 40 distinct subjects,

from which 3 types of features are extracted.

• COIL-204 consists of 1440 images of 20 objects taken by

a camera from varying angles. This dataset is characterized

from 3 different views.

• ANIMAL [17] contains 30475 images of 50 animal

classes, which are composed of 2 types of deep features

(extracted with DECAF [14] and VGG19 [24]). We select

10158 samples with fixed interval to generate a subset.

1http://mlg.ucd.ie/aggregation/
2http://mlg.ucd.ie/datasets/
3http://www.cl.cam.ac.uk/research/dtg/attarchive/

facedatabase.html
4http://www.cs.columbia.edu/CAVE/software/softlib/

4.2. Experimental Setup

Compared Methods. We compare our method against

the following 8 baselines: Co-Reg [15] co-regularizes clus-

tering hypotheses of different views to be consistent with

each other; RMSC [29] constructs a joint low-rank transi-

tion probability matrix as an input for spectral clustering;

DMF [34] conducts multi-view clustering in the deep ma-

trix factorization framework, which maximizes mutual in-

formation of different views by enforcing the final-layer

nonnegative representation of each view to be the same;

MVEC [25] extends ensemble clustering to multi-view

cases, which generates a group of view-specific basic parti-

tions to extract a consensus one shared by multiple views;

BMVC [33] realizes large-scale clustering by integrating

compact collaborative discrete representation learning and

binary clustering structure learning into a unified frame-

work; DiMSC [6] explores the diversity of different sub-

space representations for better incorporating complemen-

tary information from multiple views; LT-MSC [31] adopts

low-rank tensor to exploit high-oder relationships among

different views; LMSC [32] learns a comprehensive latent

representation from different views for subspace clustering.

For all above methods, the parameters are tuned to achieve

the best performance.

Parameter Setting. In this work, we employ the grid

search strategy to find the optimal hyper-parameters. For

simplicity, we set the trade-off parameters α1= . . .=αV =α

and choose α and β from {0.1, 0.2, · · · , 1}. The dimen-

sionality K of latent representation and the regularization
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Table 3. Performance comparisons on different representations

Datasets Metrics Best View KCCA DCCA DCCAE Layer-I Layer-II Layer-III Layer-IV

Football

ACC 49.36±2.36 48.11±4.76 63.31±3.17 64.19±2.14 38.54±2.46 69.26±2.35 71.17±4.48 78.37±4.06

NMI 61.26±2.56 58.84±3.27 73.45±1.99 79.56±1.99 48.29±4.03 80.92±1.65 83.34±4.00 86.05±3.17

F-score 27.94±3.57 23.95±2.24 44.39±2.39 54.08±2.46 21.34±2.82 58.55±3.01 61.44±3.61 69.44±4.17

RI 82.97±2.15 80.26±3.15 91.40±1.89 94.35±0.73 81.24±2.14 95.64±0.43 95.19±2.06 96.46±1.65

Reuters

ACC 33.30±1.59 34.19±3.17 40.33±3.04 31.40±1.86 32.75±2.48 40.13±2.78 32.48±1.95 42.40±2.55

NMI 10.38±3.35 12.11±1.61 22.08±2.33 15.20±2.92 9.12±1.81 18.96±3.38 15.89±2.16 23.33±1.69

F-score 35.58±1.87 36.30±3.04 31.56±3.48 28.01±1.42 35.52±2.36 37.62±2.34 35.72±1.78 36.87±2.15

RI 34.15±1.18 38.23±1.44 53.46±2.44 56.96±1.60 33.50±2.10 54.03±2.86 38.14±1.72 57.78±2.70

BBCSport

ACC 41.94±3.26 39.51±2.36 69.39±1.80 72.98±3.13 51.29±3.65 41.31±3.09 62.28±3.25 77.13±1.63

NMI 15.94±2.19 12.45±1.88 50.36±1.83 54.55±4.03 35.11±2.44 15.57±1.57 54.42±3.49 71.47±3.12

F-score 41.53±2.23 40.42±1.88 61.20±2.49 66.46±1.89 46.56±1.81 41.16±2.19 58.39±3.34 73.45±2.78

RI 37.45±1.13 34.08±3.26 80.61±0.39 83.35±1.51 49.37±2.27 36.49±2.50 69.76±42.85 84.35±1.98

ORL

ACC 56.48±2.34 57.39±3.90 58.40±2.87 54.66±1.90 51.85±3.05 68.91±3.32 74.50±2.70 76.95±1.95

NMI 77.43±3.60 77.62±1.96 76.46±1.22 74.70±0.93 74.30±1.60 86.91±1.53 90.27±1.50 91.29±1.30

F-score 44.68±2.47 45.26±2.23 47.44±2.60 41.31±1.98 38.37±3.10 58.27±2.48 56.92±1.94 65.30±2.17

RI 96.94±2.36 96.97±0.42 97.27±0.17 97.02±0.16 96.44±0.31 97.60±0.51 97.00±1.13 97.96±0.63

COIL-20

ACC 58.60±3.07 56.07±2.42 60.35±3.34 58.81±3.02 57.71±2.12 46.26±1.87 55.36±1.81 63.04±2.20

NMI 76.26±4.24 77.41±2.59 78.43±1.24 72.79±1.21 76.91±1.95 70.81±3.10 74.44±1.79 79.24±1.91

F-score 58.00±3.13 44.15±2.07 59.51±2.71 53.14±2.37 55.13±2.92 35.76±3.39 46.08±3.83 61.05±2.79

RI 95.25±1.38 90.50±2.31 95.09±0.35 94.86±0.33 94.59±0.55 87.00±4.21 92.48±2.05 95.67±0.61

ANIMAL

ACC 28.21±1.30 30.00±0.98 39.18±1.45 28.85±0.85 45.25±2.50 21.81±3.57 46.38±2.15 49.89±1.63

NMI 42.56±0.73 43.62±0.38 51.50±0.63 45.30±0.45 59.59±0.94 31.27±4.18 62.81±1.52 65.68±0.80

F-score 16.99±0.93 17.28±0.68 25.40±0.95 17.42±0.66 33.00±2.48 7.59±1.89 30.63±4.15 37.26±2.46

RI 95.99±0.93 96.21±0.06 96.55±0.10 96.30±0.07 96.16±2.41 73.71±1.64 94.82±1.10 96.32±0.35

1 The top value is highlighted in red bold font and the second best in blue.

Figure 2. t-SNE visualizations of different layers and representations learned by various methods on BBCSport.

parameter γ for updating network weights are tuned from

{20, 40, · · · , 200} and {0.001, 0.005, · · · , 1}, respectively.

Figure 3 (a)(b)(c) show the effect of parameters varying on

the clustering performance on Football. We can see that

our model is quite insensitive to hyper-parameters α and β.

When the values of K and γ are respectively 120 and 0.1,

the optimal clustering performance is obtained.

Evaluation Measures. We utilize four popular met-

rics to evaluate clustering performance, each of which fa-

vors different property of clustering, including Normalized

Mutual Information (NMI), Accuracy (ACC), F-score, and

Rand Index (RI). The higher value means better perfor-

mance. Note that, we report the mean values and stan-

dard derivations of 30 independent trials over each dataset

to avoid the randomicity.

4.3. Experimental Results

We compare RMSL with 8 state-of-the-art multi-view

clustering algorithms on 6 datasets. The results are re-

ported in Table 2, from which we have the following ob-

servations: (1) our algorithm consistently obtains the best

performances on all datasets in terms of ACC and NMI,

which shows its robustness to different types of data; (2)

although BMVC is easily scale to large data, it does not
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produce very competitive performances on all datasets com-

pared with ours; (3) our method boosts the clustering per-

formance by a large margin over DiMSC and LT-MSC that

conduct self-representation within each single view, which

indicates that learning a shared latent representation is of

vital importance because it contains complementary infor-

mation from multiple views and can depict data more com-

prehensively; (4) RMSL significantly outperforms LMSC

on all datasets, which demonstrates that integrating multiple

views based on subspace representations will be superior to

that using original features.

Ablation Study. To further investigate the effectiveness

of diverse components of our model, we conduct k-means

on four different layers of RMSL. As shown in Figure 1,

Layer-I to Layer-IV respectively represent the concatena-

tion of multiple input features, the combination of view-

specific subspace representations, the latent representation,

and the common subspace representation. Best View de-

notes the clustering result within the best view. In addition,

we compare our method with several multi-view represen-

tation learning algorithms: KCCA [3] and DCCA [2] are

nonlinear extensions of CCA, which extract both nonlinear

features for each view and the canonical correlations be-

tween different views using kernel technique and DNNs,

respectively; DCCAE [27] adds the auto-encoder regular-

ization term to DCCA for better reconstructing inputs.

From the results reported in Table 3, we have the fol-

lowing observations: (1) generally, from Layer-I to Layer-

IV, the deeper layer recovers more clear subspace struc-

ture and generates better clustering performance; (2) Layer-

I (feature concatenation) performs even worse than Best

View on most datasets, since the dimensionality of feature

concatenation is too high to reflect the intrinsic structure

of data; (3) although KCCA, DCCA, and DCCAE have

considered nonlinear correlations between different views,

they are not as competitive as RMSL. The possible reasons

include: first, they project multiple original views into a

common space by maximizing their correlations, but can-

not well explore the complementarity of different views;

second, the multi-view fusion process is separated from

clustering, which causes the latent representation not well-

adapted to clustering; third, CCA-based methods directly

integrate noisy high-dimensional raw features, which will

degrade the quality of learned common representation.

We also qualitatively investigate the improvement of

cluster structure of different representations. The resulting

t-SNE visualizations on BBCSport are shown in Figure 2.

In general, the visualizations agree with the clustering re-

sults in Table 3. We can observe that projections by non-

linear CCA algorithms (KCCA, DCCA, DCCAE) manage

to map data points of the same identity to similar locations,

but the class separation distances are too small. According

to Figure 2 (e)-(h), the cluster structure revealed by deeper

Figure 3. Parameter sensitivity analysis of (a) K, (b) γ, (c) α and

β. (d) The convergence curves (the ordinate values are normalized

into the range [0, 1]).

layer is more clear. Overall, Layer-IV (common subspace

representation) gives the most compact subspace structure,

with different identities pushed far apart.

Convergence Analysis. The convergence of inex-

act Augmented Lagrange Multiplier (ALM) approach with

three or more variable blocks is still difficult to prove in the-

ory [19]. Fortunately, our algorithm could empirically con-

verge within a number of iterations on all datasets as shown

in Figure 3 (d).

5. Conclusions

In this paper, a novel Reciprocal Multi-layer Subspace

learning (RMSL) algorithm is proposed to cluster high-

dimensional and noisy data from diverse sources. In RMSL,

Hierarchical Self-Representative Layers (HSRL) recover

the subspace structure of data. Moreover, the Backward

Encoding Networks (BEN) simultaneously explore comple-

mentary and consistent structural information from differ-

ent views and integrate multiple view-specific subspace rep-

resentations together into a common latent representation.

Extensive experiments conducted on real-world datasets

show the superiority of RMSL over other state-of-the-art

clustering methods.
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