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Abstract

We propose a new approach, named PolyMapper, to circumvent the conventional pixel-wise segmentation of (aerial) images and predict objects in a vector representation directly. PolyMapper directly extracts the topological map of a city from overhead images as collections of building footprints and road networks. In order to unify the shape representation for different types of objects, we also propose a novel sequentialization method that reformulates a graph structure as closed polygons. Experiments are conducted on both existing and self-collected large-scale datasets of several cities. Our empirical results demonstrate that our end-to-end learnable model is capable of drawing polygons of building footprints and road networks that very closely approximate the structure of existing online map services, in a fully automated manner. Quantitative and qualitative comparison to the state-of-the-art also shows that our approach achieves good levels of performance. To the best of our knowledge, the automatic extraction of large-scale topological maps is a novel contribution in the remote sensing community that we believe will help develop models with more informed geometrical constraints.

1. Introduction

A fundamental research task in computer vision is pixel-accurate image segmentation, where steady progress has been measured with benchmark challenges such as [27, 12, 11]. The classical approach in this field consists of assigning a label to each image pixel describing what category it belongs to, thus yielding a labeled image as output. However, for many applications, this is not the final desired output from a user’s point of view. In this paper, we will instead focus on applications that require a graph or polygon representation as output. Our interest will be in developing a method that, from an input image, directly produces a polygon representation that describes geometric objects using a vector data structure. Motivated by the success of recent works [10, 8, 5, 1], we avoid explicit pixel-wise labeling altogether, but instead directly predict polygons from images in an end-to-end learnable approach.
Building segmentation from overhead data has been a core research interest for decades and discussing all works is beyond the scope of this paper [19, 34, 20]. Before the comeback of deep learning, building footprints were often delineated with multi-step, bottom-up approaches and a combination of multi-spectral overhead imagery and airborne LiDAR, e.g., [46, 2]. A modern approach is [6] that applies a fully convolutional neural network to combine evidence from optical overhead imagery and a digital surface model to jointly reason about building footprints. Today, most building footprint delineation from a single image is often approached via semantic segmentation methods [18, 28], and recent research that proposes custom-tailored approaches for only one of the tasks, road network prediction [32, 4] or building footprint extraction [38]. Our approach has significant advantage that it generalizes to both, building and road delineation, and could potentially be extended to other objects.

2. Related work

**Building segmentation** from overhead data has been a core research interest for decades and discussing all works is beyond the scope of this paper [19, 34, 20]. Before the comeback of deep learning, building footprints were often delineated with multi-step, bottom-up approaches and a combination of multi-spectral overhead imagery and airborne LiDAR, e.g., [46, 2]. A modern approach is [6] that applies a fully convolutional neural network to combine evidence from optical overhead imagery and a digital surface model to jointly reason about building footprints. Today, most building footprint delineation from a single image is often approached via semantic segmentation as part of a broader multi-class task and many works exist, e.g., [40, 24, 30, 51, 20, 31]. Microsoft recently extracted all building footprints in the US from aerial images by, first, running semantic segmentation with a CNN and second, refining footprints with a heuristic polygonization approach\(^1\). A current benchmark challenge that aims at extracting building footprints is [38], which we use to evaluate performance of our approach. Another large-scale dataset that includes both, building footprints and road networks is SpaceNet [49]. All processing takes place in the Amazon Cloud on satellite images of lower resolution than our aerial images in this paper.

**Road network extraction** in images goes back to (at least) [3], where road pixels were identified using several image processing operations at a local scale. Shortly afterwards [13] was probably the first work to explicitly incorporate topology, by searching for long 1-dimensional structures. One of the most sophisticated methods of the pre-deep learning era was introduced in [47, 23], who center their approach on marked point processes (MPP) that allows them to include elaborate priors on the connectivity and intersection geometry of roads. To the best of our knowledge, the first (non-convolutional) deep learning approach to road network extraction was proposed by [35, 36]. The authors train deep belief network to detect image patches containing roads and second network repairs small network gaps at large scale. [53] propose to model longevity and connectivity of road networks with a higher-order CRF, which is extended in [52] to sampling more flexible, road-like higher-order cliques through collections of shortest paths, and to also model buildings with higher-order cliques in [39]. [33] combine OSM and aerial images to augment maps with additional information like the road width using a MRF formulation, which scales to large regions and achieves good results at several locations worldwide. Two recent works apply deep learning to road center-line extraction in aerial images. DeepRoadMapper [32] introduces a hierarchical processing pipeline that first segments roads with CNNs, encodes end points of street segments as vertices in a graph connected with edges, thins output segments to road center-lines and repairs gaps with an augmented road graph. RoadTracer [4] uses an iterative search process guided by a CNN-based decision function to derive the road network graph directly from the output of the CNN. To the best of our knowledge, [4] is the only work, yet, that completely eliminates the intermediate, explicit pixel-wise image labeling step and outputs road center-lines directly like our method.

**Polygon prediction** in images has a long history with methods such as level sets [44] or active contour models [21]. While these methods follow an iterative energy minimization scheme and usually are a final component of multi-step, bottom-up workflows (e.g., [7, 15] for road network refinement), directly predicting polygons from images is a relatively new research direction. We are aware of only six works that move away from pixel-wise labeling and directly predict 2D polygons [10, 8, 4, 5, 1, 29]. Interestingly, [10, 5] apply an unsupervised strategy without making use of deep learning and achieve good results for super-pixel polygons [10] and polygonal object segmentation [5]. [8] designed a semi-automated approach where a human annotator first provide bounding boxes surrounding an object of interest. A deep-learning approach consisting of an RNN coupled with a CNN, then generates a polygon outlining the target object. A recent extension of this work [1] increases the output resolution by adding a graph neural network (GNN) [43, 25]. This approach, as well as the original work of [8], still relies on user input to provide an initial bounding box around the object of interest, or to correct a predicted vertex of the polygon if needed. [29] extracts

\(^1\)We are not aware of any scientific publication of this work and thus refer the reader to the corresponding GitHub repository that describes the workflow and shares data.
building footprints by formulating active contours as a deep learning task, where a structured loss imposes learned shape priors that refine an initial extraction result.

In summary, prior works mentioned above either focus on pixel level outputs or can only handle just a single type of object. Thus, the absence of direct topological map extraction in the field of remote sensing is what motivates us to develop a fully automated, end-to-end learnable approach to detect geometrical shapes of buildings and roads in a given overhead image.

3. Method

We introduce a new, generic approach for extracting topological map in aerial images using polygons. We first start by discussing the use of polygon representations to describe objects in an image.

3.1. Polygon Representation

We represent objects as polygons. As in [8, 1], we rely on a CNN to find keypoints based on image evidence, which are then connected sequentially by an RNN. A fundamental difference of PolyMapper is that it runs fully automatically without any human intervention in contrast to [8, 1], which were originally designed for speeding up manual object annotation. All the models discussed in [8, 1] (including their “prediction mode”) require a user to first draw a bounding box that contains the target object and potentially provide additional manual intervention (e.g., drag/add/delete some keypoints) if the object is not correctly delineated.

We refrain from any manual intervention altogether and propose a fully automated workflow. This is however difficult for mainly two reasons: (1) multiple objects of interest can appear in a given image patch and (2) the shapes of different target objects can significantly vary. For instance, buildings are closed shapes of limited extent in the image while road networks span across entire scenes and are best described with a general graph topology. We therefore present two enhancements to address these problems

and then introduce the general pipeline as shown in Fig. 2 for generating object polygons.

3.2. Multiple Targets

Prior work such as [8, 1] is only applicable when a bounding box is provided for each object of interest. These methods are therefore not able to detect objects such as multiple buildings in a given image. We first address the case of buildings by adding a bounding box detection step to partition the image into individual building instances, which allows to compute separate polygons for all buildings. To this end, we have integrated the Feature Pyramid Network (FPN) [26] into our workflow and have made it an end-to-end model. The FPN further enhances the performance of the region proposal network (RPN) used by Faster R-CNN [42] by exploiting the multi-scale, pyramidal hierarchy of CNNs and resulting in a set of so-called feature pyramids. Once images with individual buildings have been generated, the rest of the pipeline follows the generic procedure described in Sec. 3.4.

3.3. From Graphs to Polygons

The inherent topology of objects such as roads or rivers is a general graph instead of a polygon, and the vertices of this graph are not necessarily connected in a sequential manner. In order to reformulate the topology of these objects as a polygon, we follow the principle of a maze solving algorithm, the wall follower, which is also known as the left-/right-hand rule (see Fig. 3): if a maze is simply connected, then by keeping one hand in contact with one wall of the maze, the algorithm is guaranteed to reach an exit.

We apply this principle to extract road sequences. As shown in Fig. 3, the road network can be regarded as a bidirected graph. Each road segment has two directed edges with opposite directions. We assume that for a given pair of directed edges, an edge’s partner is always on its left when facing the direction of travel. Suppose we are standing at an arbitrary edge and we travel according to the follow-
ing rules: (1) always walk facing the direction of the edge; (2) turn right when encountering an intersection; (3) turn around when encountering a dead end. Following this set of rules, we arrive back at the starting point after completing a full cycle (see Fig. 3b). Finally, we connect all keypoints on the way (i.e., intersections and dead ends) in the order of traveling in order to obtain a “polygon” (see Fig. 3c). In this way, the vertices that are originally not sequential in the road graph become ordered.

With a larger patch size or denser road networks, multiple polygons can exist as shown in Fig. 4. However, we can only get a single polygon by following the rules described above. In order to get all the road segments twice (forward and backward). In practice, the sequence generation procedure goes as follows: we first traverse all edges in an arbitrary polygon, and for the directed edges that were not visited, we randomly select one and traverse it following the set of rules until all edges in the graph have been visited.

![Figure 3: Maze wall follower approach to sequentialization of road topology. (a) example aerial view of a T-junction, (b) wall follower sequence, (c) resulting “polygon” with sequence order 1→2→3→2→4→2→1.](image)

![Figure 4: Road polygon extraction for a larger patch leading to one outer anticlockwise polygon (orange) and two inner clockwise polygons (blue and green).](image)

**3.4. Pipeline**

**CNN Part** For an input image, we first use a VGG-16 without tail layers as the CNN backbone to extract skip features [41] with \( \frac{1}{8} \) the size of the input image (see Fig. 2). Meanwhile, the FPN also takes features from different layers of the backbone to construct a feature pyramid and predicts multiple bounding boxes containing the buildings.

For a single building, with the skip feature map and its bounding box, followed by RoIAlign [18], the local features \( F \) are obtained. We apply convolutional layers to the feature in order to generate a heat-map mask of building boundaries \( B \) that delineate the object of interest. This is followed by additional convolutional layers outputting a mask of candidate keypoints, denoted by \( V \). Both \( B \) and \( V \) have a size equal to \( \frac{1}{8} \) the size of the input image. Among all candidate keypoints, we select those \( w \) points with the highest score in \( V \) as starting point \( y_0 \) (same as \( y_{-1} \), see Fig. 5).

As illustrated in Fig. 2, the main procedure of road network extraction is identical to the case of buildings. We only adapt RoI definition and vertex selection to the road case. While building RoIs are sampled within an image patch, a road RoI corresponds to the entire image patch. Naturally, the generated heatmap \( B \) refers to the roads’ centerlines instead of building boundaries. Vertex selection is adapted to the road topology by selecting start point candidates at image edges and choosing the one with the highest score as starting point \( y_0 \) (same as \( y_{-1} \)) to predict the unique outer polygon. Note that each segment of the outer polygon should be passed twice unless the segment is shared with an inner polygon. Thus, after the outer polygon is predicted, we choose two vertices of a segment that is passed only once as \( y_{-1} \) and \( y_0 \) (in reverse direction) to further predict a potential inner polygon.

**RNN Part** As illustrated in Fig. 5, the RNN outputs \( y_t \)’s potential location \( P(y_{t+1}|y_{t}, y_{t-1}, y_0) \) at each step \( t \). We input both, \( y_t \) and \( y_{t-1} \) to compute the conditional probability distribution of \( y_{t+1} \) because it allows defining a unique direction. If given two neighboring vertices with an order in a polygon, the next vertex in this polygon is uniquely determined. Note that the distribution also involves the end signal \(<eos>\) (end of sequence), which indicates that the polygon reaches a closed shape and the prediction procedure should come to the end. The final, end vertex in a polygon thus corresponds to the very first, starting vertex \( y_0 \), which therefore has to be included at each step.

In practice, we ultimately concatenate \( F \), \( B \), \( V \), \( y_0 \) (also \( y_{-1} \) for polygon prediction in the case of roads) and feed the resulting tensor to a multi-layer RNN with ConvLSTM [45] cells in order to sequentially predict the vertices that will delineate the object of interest, until it predicts the \(<eos>\) symbol. For buildings, we simply connect all sequentially predicted vertices to obtain the final building polygon. In the case of roads, the predicted polygon(s) themselves are not needed directly but rather used as a set of edges between vertices. We thus use all these individual line segments that make up the polygon(s) for further processing. Specifically, each of the predicted segments \( e \) is associated with a score \( s_e \) calculated as \( s_e = \int_{u_1}^{u_2} B(e(u))du \in [0, 1] \), where \( e(u) = u e_1 + (1 - u)e_2 \), \( B \) is the heatmap of centerlines, \( e_1 \) and \( e_2 \) are the two extremities of \( e \). We remove segments with low scores and connect the remaining segments to form the entire graph.
3.5. Implementation Details

We set the model parameters using size 28×28 for F, B, V and y0, and set the number of layers of the RNN to 3 (buildings) and 4 (roads). The maximum length of a sequence when training is set to be 30 for both cases. The total loss of the building case is a combined loss from the FPN, CNN and RNN parts. The FPN loss consists of a cross-entropy loss for anchor classification and a smooth L1 loss for anchor regression. The CNN loss refers to the cross-entropy loss for the multi-class classification at the current vertex and previous vertex yt−1 as input, as well as the first vertex y0, and outputs a conditional probability distribution P(yt+1|yt, yt−1, y0). When the polygon reaches its starting keypoint and becomes a closed shape, the end signal <eos> is raised. Note that the RNN also takes features generated by the CNN (see Fig. 2) as input at each time step.

For training, we use the Adam [22] optimizer with batch size 4 and an initial learning rate of 0.0001, as well as default β1 and β2. We trained our model on 4 GPUs for a day for buildings and 12 hours for roads. During training, we force the order in which we visit the edges of the building polygons to be anticlockwise, while for the road polygons we follow the set of rules described in Sec. 3.3.

In the inference phase, we use beam search with a width w (which is 5 in our experiments). For building, we select top w vertices with highest probability in V as the starting vertices, then followed by a general beam search procedure. Among the w polygon candidates, we choose the one with the highest probability as the output. Similarly, for road, we select vertices at the edge of the image and then choose top w with the highest score as the starting point and follows the general beam search algorithm. After the outer polygon is predicted, we can further predict potential inner polygon(s) as mentioned in Sec. 3.4. Finally, we use a threshold of 0.7 (which was found to yield good results) in our experiments to exclude unmatched edges.

In addition, for the topological map extraction from a relatively large-scale overhead image of a city, we first divide the whole image into several patches with 50% coverage. In the training phase of the building footprints, incomplete footprints at the edge of the image are still be used, however, they are excluded in the inference scheme. In the case of roads, in order to get a complete city road network, some post-processing is performed, such as splicing road networks in adjacent patches, removing small loops of the graph and duplicated vertices and edges.

As for the efficiency, the average inference time on a single GPU is 0.38s for buildings and 0.29s for roads per image patch (300×300 pixels).

4. Experiments

We are not aware of any publicly available dataset that contains labeled building footprints and road networks together with aerial images at large scale and thus create our own dataset (see Sec. 4.3). In order to compare our results to the state-of-the-art, we resort to evaluating building footprint extraction and road network delineation separately on popular task-specific datasets, crowdAI [37] and Road-Tracer [4] (see Sec. 4.2).

4.1. Evaluation Measures

For building extraction, we report the standard MS COCO measures including average precision (AP, averaged over IoU thresholds), AP50, AP75 and APs, APM, APL (AP at different scales). To measure the proportion of buildings detected by our approach with respect to the ground truth,

---

[2] Note that the only dataset that contains both, building footprints and road centerlines is SpaceNet [49], which runs on the Amazon Cloud and uses images of lower resolution than ours. In addition, we are not aware of any scientific publication of a state-of-the-art approach that uses it.
Table 1: Buildings extraction results on the crowdAI dataset [37]

<table>
<thead>
<tr>
<th>Method</th>
<th>AP</th>
<th>AP_50</th>
<th>AP_75</th>
<th>AP_S</th>
<th>AP_M</th>
<th>AP_L</th>
<th>AR</th>
<th>AR_50</th>
<th>AR_75</th>
<th>AR_S</th>
<th>AR _M</th>
<th>AR _L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask R-CNN [18, 38]</td>
<td>41.9</td>
<td>67.5</td>
<td>48.8</td>
<td>12.4</td>
<td>58.1</td>
<td>51.9</td>
<td>47.6</td>
<td>70.8</td>
<td>55.5</td>
<td>18.1</td>
<td>65.2</td>
<td>63.3</td>
</tr>
<tr>
<td>PANet [28]</td>
<td>50.7</td>
<td>73.9</td>
<td>62.6</td>
<td>19.8</td>
<td>68.5</td>
<td>65.8</td>
<td>54.4</td>
<td>74.5</td>
<td>65.2</td>
<td>21.8</td>
<td>73.5</td>
<td>75.0</td>
</tr>
<tr>
<td>PolyMapper</td>
<td>55.7</td>
<td>86.0</td>
<td>65.1</td>
<td>30.7</td>
<td>68.5</td>
<td>75.0</td>
<td>62.1</td>
<td>88.6</td>
<td>71.4</td>
<td>39.4</td>
<td>75.6</td>
<td>75.4</td>
</tr>
</tbody>
</table>

Figure 6: Building footprint extraction results on 2 example patches of the crowdAI dataset [37] achieved with (a) Mask R-CNN [18, 37], (b) PANet [28], and (c) PolyMapper. Note that results in (a) and (b) are images labeled per pixel whereas PolyMapper shows polygons, as well as vertices connected with line segments.

Figure 7: Comparison of pixel-wise semantic segmentation results of Mask R-CNN and PANet with our direct polygon prediction PolyMapper for an example building.

we additionally evaluate average recall (AR), which is not commonly used in previous works such as [18, 28]. Both AP and AR are evaluated using mask IoU. However, we would like to emphasize that in contrast to pixel-wise output masks produced by common methods for building footprint extraction, our outputs are polygon representations of building footprints.

Evaluating the quality of road networks in terms of its topology is a non-trivial problem. [53] propose a connectivity measure SP, which centers on evaluating shortest path distances between randomly chosen point pairs in the road graph. SP generates a large number of pairs of vertices, computes the shortest path between each two vertices in both ground truth and predicted maps, and outputs the fraction of pairs where the predicted length is equal (up to a buffer of 10%) to the ground truth, shorter (erroneous shortcut) or longer (undetected piece of road).

In addition to SP, we propose a new topology evaluation measure that compares shortest paths through graphs [53] using a measure based on average precision (AP) and average recall (AR). This allows an evaluation similar to building footprints and compares ground truth and predicted road graphs in a meaningful way. Similar to the definition in [32], we define the similarity score for the length of two road graphs as a ratio of minimum and maximum values,

\[
\text{IoU}(d^*, d) = \text{IoU}(d, d^*) = \frac{\min(d^*, d)}{\max(d^*, d)} \in [0, 1].
\]

Then, with a given IoU threshold \(t\), we can define the weighted precision and recall as follows,

\[
\text{AP}_{\text{IoU}=t} = \frac{\sum_i d_i \mathbb{1} [\text{IoU}(d_i, d^*_j) \geq t]}{\sum_i d_i}, \tag{2}
\]

\[
\text{AR}_{\text{IoU}=t} = \frac{\sum_j d^*_j \mathbb{1} [\text{IoU}(d^*_j, d_i) \geq t]}{\sum_j d^*_j}, \tag{3}
\]

where \(\mathbb{1}[:]\) is the indicator function, \(d_i\) and \(d^*_j\) refer to the \(i\)-th shortest path in the inferred map and its corresponding shortest path with index \(j\) in the ground truth graph, similar for \(d^*_j\) and \(d_i\). Note that the shortest path computation is expensive and it is unfeasible to compute all possible paths exhaustively. We thus randomly sample 100 start vertices and sample 1,000 end vertices for each of them, which yields 100,000 shortest paths in total.

4.2. Comparison to State-of-the-art

Buildings We use the crowdAI dataset [37] to validate the building footprint extraction results and to compare to the state-of-the-arts. This large-scale dataset is split as follows. The training set consists of \(~280,000\) images with \(~2,400,000\) annotated building footprints. The test set contains \(~60,000\) images with \(~515,000\) buildings. Each individual building is annotated in a polygon format as a sequence of vertices according to MS COCO [27] standards.

We compare the performance of our model on the crowdAI dataset [37] to state-of-the-art methods Mask R-CNN [18, 38] and PANet [28]. Results in Table 1 show
Table 2: Road network extraction results on the RoadTracer dataset [4]

<table>
<thead>
<tr>
<th>Method</th>
<th>$\text{SP}_{\pm 5%}$</th>
<th>$\text{SP}_{\pm 10%}$</th>
<th>$\text{AP}_{95}$</th>
<th>$\text{AR}_{95}$</th>
<th>$\text{AR}_{90}$</th>
<th>$\text{AR}_{95}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepRoadMapper [32]</td>
<td>11.9</td>
<td>15.6</td>
<td>35.9</td>
<td>28.4</td>
<td>19.1</td>
<td>58.2</td>
</tr>
<tr>
<td>RoadTracer [4]</td>
<td>47.2</td>
<td>61.8</td>
<td>64.9</td>
<td>56.6</td>
<td>42.4</td>
<td>85.3</td>
</tr>
<tr>
<td>PolyMapper</td>
<td>45.7</td>
<td>61.1</td>
<td>65.5</td>
<td>57.2</td>
<td>40.7</td>
<td>84.2</td>
</tr>
</tbody>
</table>

Figure 8: Comparison of predicted road network (orange) to ground truth (blue) for subscenes of Amsterdam (top), Los Angeles (middle) and Pittsburgh (bottom) of the RoadTracer dataset [4].

Figure 9: Visual comparison of graph structures. Vertices are blue and edges are orange.

Table 3: Comparison of graph complexity

<table>
<thead>
<tr>
<th>Method</th>
<th>#Vertices</th>
<th>#Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepRoadMapper [32]</td>
<td>126,029</td>
<td>118,978</td>
</tr>
<tr>
<td>RoadTracer [4]</td>
<td>271,244</td>
<td>281,518</td>
</tr>
<tr>
<td>PolyMapper</td>
<td>31,749</td>
<td>35,998</td>
</tr>
</tbody>
</table>

4.3. Comparison on PolyMapper Dataset

We are not aware of any publicly available dataset used by state-of-the-art methods that contains both annotations.
Table 4: Evaluation on the PolyMapper dataset: Buildings

<table>
<thead>
<tr>
<th>Method</th>
<th>AP</th>
<th>AP_{50}</th>
<th>AP_{75}</th>
<th>AP_{S}</th>
<th>AP_{M}</th>
<th>AP_{L}</th>
<th>AR</th>
<th>AR_{50}</th>
<th>AR_{75}</th>
<th>AR_{S}</th>
<th>AR_{M}</th>
<th>AR_{L}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask R-CNN[18, 38]</td>
<td>42.0</td>
<td>70.5</td>
<td>46.7</td>
<td>24.3</td>
<td>55.5</td>
<td>49.9</td>
<td>46.6</td>
<td>71.7</td>
<td>53.6</td>
<td>27.6</td>
<td>61.1</td>
<td>60.4</td>
</tr>
<tr>
<td>PANet[28]</td>
<td>42.1</td>
<td>71.7</td>
<td>46.3</td>
<td>25.5</td>
<td>54.5</td>
<td>47.9</td>
<td>47.0</td>
<td>72.5</td>
<td>54.1</td>
<td>29.1</td>
<td>60.4</td>
<td>57.0</td>
</tr>
<tr>
<td>PolyMapper</td>
<td>44.7</td>
<td>80.5</td>
<td>46.3</td>
<td>31.5</td>
<td>54.0</td>
<td>40.5</td>
<td>52.8</td>
<td>84.6</td>
<td>58.0</td>
<td>39.6</td>
<td>62.7</td>
<td>60.3</td>
</tr>
</tbody>
</table>

Table 5: Evaluation on the PolyMapper dataset: Roads

<table>
<thead>
<tr>
<th>Method</th>
<th>SP_{±5%}</th>
<th>SP_{±10%}</th>
<th>AP_{85}</th>
<th>AP_{90}</th>
<th>AP_{95}</th>
<th>AR_{85}</th>
<th>AR_{90}</th>
<th>AR_{95}</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepRoadMapper [32]</td>
<td>48.6</td>
<td>61.6</td>
<td>74.3</td>
<td>61.8</td>
<td>47.8</td>
<td>75.9</td>
<td>63.9</td>
<td>49.4</td>
</tr>
<tr>
<td>RoadTracer [4]</td>
<td>65.7</td>
<td>77.7</td>
<td>82.8</td>
<td>75.4</td>
<td>60.2</td>
<td>85.5</td>
<td>78.6</td>
<td>66.2</td>
</tr>
<tr>
<td>PolyMapper</td>
<td>72.8</td>
<td>85.3</td>
<td>92.4</td>
<td>86.5</td>
<td>73.7</td>
<td>92.4</td>
<td>86.3</td>
<td>72.6</td>
</tr>
</tbody>
</table>

Figure 10: PolyMapper results for (a) Chicago and (b) Sunnyvale. Results for Boston are shown in Fig. 1.

5. Conclusion

We have proposed a novel approach that is able to directly extract topological map from city overhead imagery with a CNN-RNN architecture. We also propose a novel reformulation method that can sequentialize a graph structure as closed polygons to unify the shapes of different types of objects. Our empirical results on a variety of datasets demonstrate high-level of performance for delineating building footprints and road networks using raw aerial images as input. Overall, PolyMapper performs better or on par compared to state-of-the-art methods that are custom-tailored to either building or road networks extraction in pixel level. A favorable property of PolyMapper is that it produces topological structures instead of conventional per-pixel masks, which are much closer to the ones of real online map services, and are more natural and less redundant. We view our framework as a starting point for a new research direction that directly learns high-level, geometrical shape priors from raw input data through deep neural networks to predict vectorized object representations.
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