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Abstract

Relationships encode the interactions among individual instances, and play a critical role in deep visual scene understanding. Suffering from the high predictability with non-visual information, existing methods tend to fit the statistical bias rather than “learning” to “infer” the relationships from images. To encourage further development in visual relationships, we propose a novel method to automatically mine more valuable relationships by pruning visually-irrelevant ones. We construct a new scene-graph dataset named Visually-Relevant Relationships Dataset (VrR-VG) based on Visual Genome. Compared with existing datasets, the performance gap between learnable and statistical method is more significant in VrR-VG, and frequency-based analysis does not work anymore. Moreover, we propose to learn a relationship-aware representation by jointly considering instances, attributes and relationships. By applying the representation-aware feature learned on VrR-VG, the performances of image captioning and visual question answering are systematically improved with a large margin, which demonstrates the gain of our dataset and the features embedding schema. VrR-VG is available via http://vrr-vg.com/.

1. Introduction

Although visual perception tasks (e.g., classification, detection) have witnessed great advancement in the past decade, visual cognition tasks (e.g., image captioning, question answering) are still limited due to the difficulty of reasoning [16]. Existing vision tasks are mostly based on individual objects analysis. However, a natural image usually consists of multiple instances in a scene, and most of them are related in some ways. To fully comprehend a visual image, a holistic view is required to understand the relationships and interactions among object instances.

Visual relationships [19, 6, 33, 38, 40], which encode the interplay between individual instances, become the indispensable factor for visual cognitive tasks such as image captioning [36], visual question answering (VQA) [21]. In existing literature, visual relationships are mostly represented as a scene graph (Fig. 1): a node represents a specific instance (either as subject or object), and an edge encodes the relation label \(r\) between a subject \(s\) and an object \(o\). Equivalently, a scene graph can also be represented as a set of triplets \(\langle s, r, o \rangle\). Recently, extensive research efforts [33, 38, 20, 35] are conducted on scene graph generation, which aims to extract the scene graph from an image (Fig. 1). Essentially, scene graph generation bridges the gap between visual perception and high-level cognition.

Among the datasets [26, 16, 19, 34, 24] adopted in visual relationship, Visual Genome (VG) [16] provides the largest set of relationship annotations, offering large-scale (2.3 million relationships) and dense (21 relationships per image) relationship annotations. However, the relationships
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in VG are heavily noisy, biased and duplicated, since it was automatically extracted from image captions. VG150\(^1\) [33], the most popular split derived from VG, is constructed by only keeping the most frequent 150 object categories and 50 relation labels in VG. In existing literature, VG150 serves as the most widely adopted benchmark on scene graph generation [38, 33, 35, 4, 20, 12], but was seldomly adopted on cognitive tasks such as captioning and VQA.

Based on our study, there are still several problems in current visual relationship datasets: visual relationships are actually not that “visual”. That is, a large portion of relationships are visually irrelevant. 1) Some spatial relationships (e.g., “on”, “of”, “in”) are less visually informative. As shown in Fig. 2, spatial relationships take up a substantial proportion in VG150. For example, “on” takes 31.9% in all relation labels. However, some spatial relationships can be easily inferred merely based on the bounding box locations of objects, without even accessing the visual content. 2) Large portion of low diversity relation labels gives rise to frequency analysis. Some relationships (e.g., “wear”, “ride”, “has”) can be roughly estimated only based on language priors or statistical measures, without looking at the visual image. As shown in Fig. 3, given “s=man” and “o=nose”, 95.8% of r is “has”. Results in [38] also show that simple frequency-counting achieves decent results in many metrics of scene graph generation, which indicates that only a few relation labels in VG150 can be predicted by non-visual factors. Due to these problems, cognitive tasks (e.g., image captioning, VQA) can hardly benefit from relationships learned from current datasets. To the best of our knowledge, no cognitive tasks have benefited from current visual relationship dataset so far, except a few [36, 21] that were developed for visual cognition. These phenomena suggest that current datasets on the visual relationship are quite limited.

In this paper, we propose a novel method to automatically identify visually-relevant relationships and construct a new data split named Visually-relevant Relationships (VrR-VG) based on the original VG. Specifically, a tiny visual discriminator network (VD-Net) is carefully designed to learn the notion of visually-relevant. To exploit the full capacity of VrR-VG on cognitive tasks, we also propose a joint learning method for relationship-aware representation learning. We show that VD-Net is effective in pruning visually-irrelevant relationships from the large corpus. Compared to VG150, VrR-VG focuses more on visually-relevant relations (Fig. 1 and 4), and is more balanced in label distribution (Fig. 2). Our experiments show that non-visual based methods no longer work well on VrR-VG. More importantly, relationship-aware features learned on VrR-VG show more promising results in cognition tasks such as VQA and image captioning. This also indicates that more valuable visual relationships are included in our dataset. The new dataset (VrR-VG) and our pre-trained relationship features will be released to the community to facilitate further researches on scene graph understanding and high-level cognitive tasks. The main contributions of this paper are summarized as follows:

1. A new dataset VrR-VG is constructed to highlight visually-relevant relationships. For this purpose, we also propose a novel visual discriminator to learn the notion of visually-relevant.

2. We propose a relationship-aware feature learning schema for incorporating object instances and their relationships into one feature vector. Objects location / category / attribute as well as their relations are jointly considered, such that semantics and their relations are jointly modeled.

3. Better results on visual cognitive tasks (VQA and image captioning) further verifies the effectiveness of our VrR-VG dataset as well as the relationship-aware feature learning schema.

---

\(^1\)We call it “VG150” to distinguish from the original VG dataset [16].
2. Related Work

Visual relationship datasets: We summarize some datasets in visual relationship in Table 1. Visual phrase dataset [26] focus on relation phrase recognition and detection, which contains 8 object categories from Pascal VOC2008 [8] and 17 relation phrases with 9 different relationships. Scene Graph dataset [14] mainly explores the ability of image retrieval by scene graph. The VRD dataset [19] intends to benchmark the scene graph generation. Open Images [34] provides the largest amount of images for object detection and also presents a challenging task for relationship detection. PIF [1] proposes a segmentation task in the context of visual relationship.

Visual Genome (VG) [16] has the maximum amount of relation triplets with the most diverse object categories and relation labels in all listed datasets. However, the relations in VG contain lots of noises and duplications. Thus VG150 [33] is constructed by pre-processing VG by label frequency. However, most high-frequency relations are visually-irrelevant as we mentioned before.

In this paper, we exclude visually-irrelevant relationships in VG and construct new Visually-Related Relationships dataset (VrR-VG). Rather than suffering from visually irrelevant relationships and easily predictable without visual information, VrR-VG focus on the visually relevant relationships and offers more cognitive abilities for image representation.

Representation Learning: Numerous deep learning methods have been proposed for representation learning with various knowledge [31, 22, 5, 30]. In image representation, these methods offer two aspects in image understanding: one is object category level, the other is instance level. GoogLNet [28], ResNet [11], Inception [27], ResNext [32], etc. trained on Imagenet [7] focus on object category classification. Since the supervision are object categories, the methods tend to give a holistic representation of images and figure out the features with the salient instance attention. Furthermore, as it is common that multiple instances exist in images, focusing on the salient instance is not enough to represent the scene. To explore multiple instances, detection task provides some effective tools. Jin et al. [13] apply selective search [29] to give salience region proposals. A similar idea also appears in RCNN [9], in which the network generates many region proposals first and work out detection result for every instance. Faster-RCNN [25] further improves the idea of region proposals and provide a faster and more elegant method to limited region proposals. Based on region proposals, Peter et al. [2] proposed a bottom-up and top-down attention method to represent images. They utilize the locations, categories, and attributes of instances to learn the representation and get improvement in several cognitive tasks. In our work, we go deeper into multiple instances representation by adding inter-instance relationships. All instance locations, categories, attributes, together with relationships are jointly utilized in representation learning.

3. Visually-relevant Relationships Dataset

To identify visually-irrelevant relationships, a hypothesis is proposed first that, if a relationship label in different triplets is predictable according to any information except visual information, the relationship is visual-irrelevant. For distinguishing visually-relevant relationships, we introduce a novel visual discriminator network (VD-Net). VD-Net is a tiny network to predicate relation labels according to entities’ classes and bounding boxes without images. The relation labels, which are not highly predictive by VD-Net, would be regarded as visually-relevant relationships. After reducing duplicate relationships by hierarchical clustering and filtering out the visually-irrelevant relationships, we constructed a new dataset named Visually-relevant Relationships Dataset (VrR-VG) from VG.

3.1. Visual Discriminator: VD-Net

In our work, a simple visual discriminator network (VD-Net) is proposed for selecting visually-irrelevant relationships. To prevent the overfitting, the network structure design follows the guideline of “tinier is better”. Our VD-Net aims to recognize relationships without visual information from images.

Each bounding box of instance in the image can be defined by a four-tuple \( p = \{ x, y, h, w \} \) that specifies its top-
Figure 5. Structure of visual discriminator (VD-Net). With the information of instances’ categories and locations, this tiny network is already able to predict most of the visually-irrelevant relationships.

left corner \((x, y)\), height \(h\) and width \(w\). The position embedding of object and subject can be represented as four-tuple \(p_0\) and \(p_s\) respectively, where \(p_0 = \{x_o, y_o, h_o, w_o\}\) and \(p_s = \{x_s, y_s, h_s, w_s\}\). The bounding boxes of given object and subject in related entities are embedded to a jointly vector as following equation:

\[
p_j = [o_x, o_y, w_o, h_o, c_s - c_o, c_s - c_o, w_s, h_s, (c_s - c_o)^2, (c_s - c_o)^2, \log(w_o/w_s), \log(h_o/h_s)]
\]

where \(o_x, o_y\) are offsets of boxes computed by the difference between the coordinates of subject and object, \([w_o, h_o]\) and \([w_s, h_s]\) are width and height of bounding boxes, and \([c_x, c_y]\) and \([c_s, c_y]\) are the center coordinates of the boxes.

The details of VD-Net are given in Fig. 5 where \(v_s\) and \(v_o\) are the word vectors of subject and object categories. GloVe [23] is applied for initializing word embeddings. \(W_D^*\) are learnable weights. After a fully-connected layer, instance categories’ features are concatenated with position embedding \(p_o, p_s\) and \(p_j\) correspondingly. Finally, another two fully-connected layers and batch normalization layers are applied for classifying relation labels. We discard relationships which have larger accuracy than a threshold \(\alpha\), and those reserved relationships are selected for generating the dataset. In this paper, we set \(\alpha\) as 50% due to the trade-off between dataset scale and visually-relevant quality.

The VD-Net merely contains three fully-connected layers, but it is already sufficient to predict most of the visually-

irrelevant relationships, like “wear”, “on”, “above”, etc. More than 37% of relation labels in VG150 can be predicted with at least 50% accuracy by using such a crude neural network without any visual information.

3.2. Dataset Construction

We pre-process VG and extract top 1600 objects and 500 relationships to generate a basic data split. The raw relation labels in VG contain many duplications, such as “wears” and “is wearing a”, “next” and “next to”. Those labels may confuse the network because all those labels are correct to the same object and subject combination. We represent the labels by GloVe word vector, and filter out the duplicate relationships by applying hierarchical clustering [15] on relationships’ word vectors. This simple operation reduces label categories from 500 to 180. We named this dataset after clustering as R-VG. Then, to exclude visually-irrelevant relationships, the VD-Net is utilized to train and evaluate with the 180 relationship labels in R-VG. Finally, we get 117 relation labels as VrR-VG relationships. It means our constructed VrR-VG is the subset of R-VG but filtered out the visually irrelevant relationships.

4. Relationship-Aware Representation Learning

As shown in Fig. 6, to model entire visual information in an image, the properties of isolated instances like category, position, attribute and the interaction of related instances are all useful. In our framework, all the properties are utilized for training features. We extract single instances proposals, and then train the model with all properties in images.

In detail, for the detector setting for single instances, Faster-RCNN [25] with ResNet101 [11] is used as instance detector in our framework. We apply Non-maximum suppression (NMS) operation on regions proposals and then select \(k\) candidate proposals according to IOU threshold. Then, through a mean-pooling layer, proposals’ features \(f(I)\) are integrated into the same dimensions.

To learn the single instance properties, together with original detection operation, we set a classifier to learn instance attributes. The overall isolated properties are learned

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Dataset} & \text{object} & \text{bbox} & \text{relationship} & \text{triplet} & \text{image} \\
\hline
\text{Visual Phrase [26]} & 8 & 3,271 & 9 & 1,796 & 2,769 \\
\text{Scene Graph [14]} & 266 & 69,009 & 68 & 109,535 & 5,000 \\
\text{VRD [19]} & 100 & - & 70 & 37993 & 5,000 \\
\text{Open Images [34]} & 57 & 3,290,070 & 10 & 374,768 & - \\
\text{VG150 [33]} & 150 & 738,945 & 50 & 413,269 & 87,670 \\
\text{VrR-VG (ours)} & 1,600 & 282,460 & 117 & 203,375 & 58,983 \\
\hline
\end{array}
\]

Table 1. Visual relationship datasets comparison. We compare the number of object categories (object), single instance annotations (bbox), relationship categories (relationship), unique relation triplets (triplet), and images (image) in different datasets.
as follow:

\[ LOC_i = W_{loc}^T f(I) + b_{loc}, \]
\[ CLS_i = W_{cls}^T f(I) + b_{cls}, \]
\[ ATT_i = W_{attr2}^T (W_{attr1}^T [CLS_i, f(I)] + b_{attr1}) + b_{attr2} \]

(2)

where \( W_{loc}, W_{cls}, W_{attr1,2}, b_{loc}, b_{cls} \) and \( b_{attr1,2} \) are learnable parameters. \([\ast] \) is concatenate operation. \( LOC_i, CLS_i \), and \( ATT_i \) are the bounding boxes, classes and attribute predictions for the \( i \)-th instance. We learn the relation representation by the following equation:

\[ N_i = W_{R1} f(I) + b_{R1}, \]
\[ R_{i,j} = W_{R2} (N_i + N_j) + b_{R2} \]

(3)

where \( W_{R*} \) and \( b_{R*} \) are learnable parameters for mapping instance to relation domain, \( N_i \) is the node after mapping, and \( R_{i,j} \) is the relation prediction between the proposal instances \( i \) and \( j \).

Formally, in training procedure, locations, categories, attributes of single entities and the relationships participate and supervise visual representation learning. The proposal features of single instances are extracted from the detector first. Then, the features are mapped into the relationship space. We fuse the mapped features to get relation predictions between proposals. Since there are \( k \) proposals in our works, all the \( k \times (k - 1) \) combinations participate in features training. As a result, the feature contains all the information of isolated instances and the interaction among instances. We utilize the final features on VQA and image captioning tasks and evaluate the performance gains.

5. Experiments

In this section, we discuss the properties of our data split from two aspects. One is the datasets comparison, the other is dataset quality evaluation by applying the visual representations learned from different datasets on cognitive tasks like VQA and image captioning.

5.1. Datasets Comparison

5.1.1 Relationships Analysis

We compare the accuracy distributions of relationships predicted by VD-Nets trained on different scene graph datasets in Fig. 7. We can find that 75%, 20%, 42% and 37% of relationships in Visual Phrase dataset, Scene Graph dataset, VRD dataset, and VG150 have more than 50% accuracy in relation predicates prediction with VD-Net respectively, which only depends on instances’ locations and categories. Apparently, VrR-VG is more visually-relevant than others. It also means that VrR-VG is far harder than others in predicting relation predicates without visual information from images.

As shown in Fig. 2, top-12 relationship labels take 91.55% of VG150 dataset. Meanwhile, most of these labels are spatial relationships which can be estimated merely by instances’ locations. Comparatively, our top-12 labels take 67.62% and are more significant in the cognitive domain. Relationships like “hanging on”, “playing with”, etc. are hard to be estimated without enough understanding in corresponding scenes. Moreover, VrR-VG consist of 117 relationships is more diverse than the former 50 relationships in VG150. More scene graph examples from our VrR-VG are given in Fig. 8

5.1.2 Scene Graph Generation

Since scene graph generation task points to the representability of relationships directly, we also evaluate and compare the task performances in VrR-VG with others datasets by using different widely used scene graph generation methods, including MSDN [17], Vtrans [39], Message Passing [33] and Neural-Motifs [38]. We evaluate following metrics [19, 38] with R@50 and R@100\(^2\) in scene graph generation:

- Scene Graph Detection (SGDet): given images as in-
The performance of different methods for scene graph generation on different datasets. The MSDN and Vtrans methods are evaluated in the other data splits, which are also split from VG by frequency. While Neural-Motifs and Message Passing methods use the same VG150 data split. Additionally, evaluating details about SGCls and PredCls in MSDN and SGCls in Vtrans are not released, so some numbers are not reported in our experiments.

Table 2. Evaluation results of different datasets in PredDet. \( \Delta \) indicates the performance gap between different datasets. The results show that the relation representation problem in our dataset is solvable and the learnable methods apparently do better than statistical method. Meanwhile, the high requirement is put forward in our dataset

As shown in Table 2, the performances apparently decrease when using our dataset. With the relationships selected by our method, the scene graph generation task becomes more difficult and challenging.

Notably, as the metric excluding the influence of detector performances, the relation predicates detection use paired detection ground truth for inputs and show the theoretical optimal performance in scene graph generation. As experimental results in Table 3, the gaps of performances between statistical and learnable methods are notably larger. The values of R@50 and R@100 in Frequency-Baseline are merely 69.8 and 78.1, which are far from results in VG150. This means the frequency-based method does not work anymore in VrR-VG. Experiments reflect the previously proposed methods really “learn” in VrR-VG, instead of using visually-irrelevant information to fit the data defeats.

5.2. Relationship-Aware Representation on Cognitive Tasks

To evaluate the relation quality in cognitive level, we choose VQA and image captioning in experiments and apply the visual features learned from our constructed dataset on these cognitive tasks. We also compared our relationship-aware representation learning method with the previous instance level representation learning method Bottom-Up [2]. We named the dataset used in Bottom-Up as BottomUp-VG, which is also collected from VG dataset. The detail statistics of BottomUp-VG and VrR-VG are shown in Table 4. The experimental results of feature learned by Bottom-Up and our relationship-aware rep-
representation learning method are shown as “Not Used Relation” and “Used Relation” in Table 5 and Table 6 respectively. To be fair, our proposed relationship-aware representation learning method follows the basic settings in Bottom-Up [2]. The experimental results demonstrate that the visually-rellevant relationship plays an important role in high-level visual understanding.

Additionally, we introduce a variant dataset VrR-VGobj, which is based on VrR-VG but excludes relation data for ablation study. We apply our proposed feature learning for VrR-VGobj too, but without the weight of the relationship and relation loss is set as 0.

Table 5. Comparison of features trained from different datasets for open-ended VQA on the validation split of VQA-2.0. Features learned from our VrR-VG outperform all other relation datasets.

**VQA:** We applied two widely used VQA methods MUTAN [3] and MFH [37] for evaluating the quality of image feature learned from different datasets. Table 5 reports the experimental results on validation set of VQA-2.0 dataset [10]. We can find that features trained with our VrR-VG obtain the best performance in all the datasets. We also compared the dataset used in Bottom-Up attention, which is regarded as the strongest feature representation learning method for VQA.

With relation data, our VrR-VG performs better than dataset used in Bottom-Up attention and VrR-VGobj. The results indicate that the relationship data is useful in VQA task, especially in the cognitive related questions as shown in Fig. 9. It also demonstrates that our proposed informative visual representation method can extract more useful features from images. Besides, we also apply our proposed feature learning method on VG150 dataset. Since VG150 contains a majority of visually-irrelevant relationships which can be inferred easily by data bias as we mentioned, the features learned from VG150 usually lack the ability to represent complex visual semantics.

Moreover, the experimental results also show that VrR-VG has better performance than R-VG, which demonstrates that filtering out visually-irrelevant relationship is beneficial to learning high-quality representations, and further demonstrate the merits of VD-Net.

**Image Captioning:** Similar to the experiment process used in VQA task, we first generate the image features based on VG150, VrR-VGobj, R-VG and VrR-VG respectively. Then we apply the caption model [2] for these image features with the same settings.

As shown in Table 6, we report the performances in VrR-VG and VG150 in both the original optimizer for cross entropy loss and CIDEr optimizer for CIDEr score. Features generated from our data split works better than VG150. All metrics in captioning have better performance when using both of the optimizers. Moreover, in the comparison of...
adding relation or not, our complete VrR-VG has better performance than the VrR-VG_{obj} and R-VG. This indicates that visually-relevant relationships are useful for image captioning. Despite the dataset BottomUp-VG has much more object annotations, attributes annotations and images than VrR-VG as shown in Table 4, relationship-aware representation learned from VrR-VG can still achieve comparable or better results with object, attribute based representations learned from BottomUp-VG, owing to the visually-relevant relation information.
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**Table 6.** Comparison of different single model with feature trained from different datasets for image captioning. We evaluate the performances in MSCOCO 2014 caption dataset [18].

<table>
<thead>
<tr>
<th>Image Captioning Method</th>
<th>Feature Learning Method</th>
<th>Feature Learning Dataset</th>
<th>Used Relation</th>
<th>BLEU-1</th>
<th>BLEU-4</th>
<th>METEOR</th>
<th>ROUGLE-L</th>
<th>CIDEr</th>
<th>SPICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-Entropy Loss</td>
<td>BottomUp [2]</td>
<td>BottomUp-VG</td>
<td>✓</td>
<td>76.9</td>
<td>36.0</td>
<td>26.8</td>
<td>56.2</td>
<td>111.8</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VrR-VG</td>
<td>✓</td>
<td>76.2</td>
<td>35.4</td>
<td>26.8</td>
<td>55.7</td>
<td>110.3</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>VG150</td>
<td>✓</td>
<td>74.2</td>
<td>32.7</td>
<td>25.3</td>
<td>53.9</td>
<td>102.1</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R-VG</td>
<td>✓</td>
<td>76.3</td>
<td>35.4</td>
<td>27.0</td>
<td>56.0</td>
<td>111.2</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VrR-VG</td>
<td>✓</td>
<td>76.9</td>
<td>36.0</td>
<td>27.2</td>
<td>56.3</td>
<td>114.0</td>
<td>20.4</td>
</tr>
<tr>
<td>CIDEr Optimization</td>
<td>BottomUp</td>
<td>BottomUp-VG</td>
<td>✓</td>
<td>79.6</td>
<td>36.0</td>
<td>27.6</td>
<td>56.7</td>
<td>118.2</td>
<td>21.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VrR-VG</td>
<td>✓</td>
<td>78.8</td>
<td>35.8</td>
<td>27.3</td>
<td>56.4</td>
<td>116.8</td>
<td>21.0</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>VG150</td>
<td>✓</td>
<td>76.7</td>
<td>32.7</td>
<td>25.8</td>
<td>54.3</td>
<td>108.0</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R-VG</td>
<td>✓</td>
<td>79.1</td>
<td>35.8</td>
<td>27.5</td>
<td>56.5</td>
<td>118.8</td>
<td>21.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VrR-VG</td>
<td>✓</td>
<td>79.4</td>
<td>36.5</td>
<td>27.7</td>
<td>56.9</td>
<td>120.7</td>
<td>21.6</td>
</tr>
</tbody>
</table>

In examples of caption results as shown in Fig. 10, the features learned from our VrR-VG dataset lead to more diverse predicates and more vivid description than others. Rather than some simple predicates like “on”, “with”, etc., our features provide more semantic information and help models achieve more complex expression like “hanging”, “covered”, etc. Although this kinds of expressions may not lead to high scores in captioning metrics, these vivid and specific results are valuable for cognitive tasks.

In total, the higher quality of relation data energizes the features learned from our dataset and leads to a better performance in the open-ended VQA and image captioning tasks.

6. Conclusion

A new dataset for visual relationships named Visually-relevant relationships dataset (VrR-VG) is constructed by filtering visually-irrelevant relationships from VG. Compared with previous datasets, VrR-VG contains more cognitive relationships, which are hard to be estimated merely by statistical bias or detection ground-truth. We also proposed an informative visual representation learning method learning image feature jointly considering entity labels, localizations, attributes, and interactions. The significant improvements in VQA and image captioning demonstrate that: (1) VrR-VG has much more visually-relevant relationships than previous relationship datasets, (2) visually-relevant relationship is helpful for high-level cognitive tasks, (3) our proposed informative visual representation learning method can effectively model different types of visual information jointly.
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