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Abstract

Understanding dynamic 3D environment is crucial for robotic agents and many other applications. We propose a novel neural network architecture called MeteorNet for learning representations for dynamic 3D point cloud sequences. Different from previous work that adopts a grid-based representation and applies 3D or 4D convolutions, our network directly processes point clouds. We propose two ways to construct spatiotemporal neighborhoods for each point in the point cloud sequence. Information from these neighborhoods is aggregated to learn features per point. We benchmark our network on a variety of 3D recognition tasks including action recognition, semantic segmentation and scene flow estimation. MeteorNet shows stronger performance than previous grid-based methods while achieving state-of-the-art performance on Synthia. MeteorNet also outperforms previous baseline methods that are able to process at most two consecutive point clouds. To the best of our knowledge, this is the first work on deep learning for dynamic raw point cloud sequences.

1. Introduction

Our world is three dimensional. In many applications such as autonomous driving and robotic manipulation, the autonomous agent needs to understand its 3D environment. Among various 3D geometric representations, point clouds are the closest to raw sensory data from LiDAR or RGB-D cameras. Point clouds do not suffer as much from quantization errors compared to other geometric representations such as grids. Recently, deep architectures have been proposed that directly consume a single or a pair of point clouds for various 3D recognition tasks [21, 22, 20, 14, 24]. These architectures have outperformed methods based on other geometric representations.

Our world is also dynamic. Many recognition tasks benefit from sequences of temporal data that are longer than two frames. Examples include estimating the acceleration of a moving object or recognizing human actions. Unlike 2D image videos which can be represented as a regular spatiotemporal 3D grid and learned by 3D convolutional neural networks (CNNs) [27, 10, 2], dynamic 3D point cloud sequences have an entirely different structure and are more challenging to learn. Recently, deep architectures were proposed for dynamic point cloud sequences that convert the irregular 3D data to a grid representation and leverage 3D or 4D convolutions along the time dimension [15, 4]. However, the grid quantization error is inevitable in these methods and can be fatal for robotic applications that require precise localization. Moreover, performing convolution with a shared and fixed kernel everywhere in the 3D or 4D space is either inefficient or requires special engineering efforts such as sparse convolution [4].

In this work, we present a novel method for learning representations for dynamic 3D point cloud sequences. The key to our approach is a novel neural network module named the Meteor module. This module takes in point cloud sequences and aggregates information in spatiotemporal neighborhoods to learn features for each point. The module can be stacked on top of each other, where per-point features from the previous module are input to the next module. The stacked modules hierarchically aggregate information from larger neighborhoods. Inspired by [21, 22, 33], the aggregation process is implemented by
applying the same multi-layer perceptrons (MLPs) to each point in the neighborhood and max pooling afterwards.

We propose two methods for determining the spatial-temporal neighborhoods to address the motion range of an object: direct grouping and chained-flow grouping. The former method directly increases the grouping radius over time. The latter method tracks object motions and uses offline estimated scene flow to construct efficient and effective neighborhoods. We conduct intensive experiments to compare these two methods.

As visualized in Figure 1, learned features from Meteor modules can be used for downstream tasks such as classification, segmentation or scene flow estimation. We name the resulting deep neural network MeteorNet. For semantic segmentation, MeteorNet achieved state-of-the-art results on the dataset Synthia [23]. It also outperforms previous methods on a semantic segmentation dataset derived from KITTI [18]. MeteorNet specifically showed its advantage for recognizing movable objects on these two datasets. For scene flow estimation, MeteorNet beats previous baselines and achieves leading performance on FlyingThings3D [17] and the KITTI scene flow dataset [19]. It also achieves leading performance on the action recognition dataset MSRAction3D [23]. To the best of our knowledge, this is the very first work on deep learning for dynamic raw point cloud sequences. We expect that our MeteorNet can benefit research and applications in autonomous driving, robotic manipulation and related domains.

2. Related Work

Deep learning for RGB videos Existing approaches towards deep learning on videos can be categorized by how the temporal relationship between frames is modelled. The first family of approaches extracts a global feature for each video frame with a shared CNN and uses recurrent neural nets to model temporal relations [6, 36]. The second family of approaches learns temporal relations from offline-estimated optical flow [5] or optical flow trajectories [25] with a separate branch of the network besides the RGB branch. The third family of approaches uses 3D CNNs and learns temporal relations implicitly [27, 2, 10, 31, 38]. The fourth family of approaches uses non-local operations [32] or correspondence proposals [13] to learn long-range dependencies. Our work is a deep learning method for 3D videos and is inspired by the above methods.

Grid-based 3D deep learning Different representations for 3D geometry have been discussed in the literature [9]. A 3D occupancy grid is one of the most popular representations. Previous works have explored 3D convolution [34, 16] or sparse 3D convolution [35] for various 3D recognition tasks. Recent works on deep learning for 3D sequences used a 4D occupancy grid representation by adding an additional time dimension. Fast-and-Furious [15] proposed to view the vertical dimension as feature channels and apply 3D convolutions on the remaining three dimensions. MinkowskiNet [4] explicitly used sparse 4D convolution on a 4D occupancy grid. Instead of quantizing the raw point clouds into an occupancy grid, our method directly processes point clouds.

Deep learning on 3D point clouds Another popular representation of 3D geometry is 3D point clouds. Two major categories of methods have been explored. The first category is based on PointNet [21]. The core idea is a symmetric function constructed with shared-weight deep neural networks applied to every point followed by an element-wise max pooling. Follow-up work is PointNet++ [22] which extracts local features of local point sets within a neighborhood in Euclidean space and hierarchically aggregates features. Dynamic graph CNN [33] proposed a similar idea. The difference is that the neural network processes point pairs instead of individual points. FlowNet3D [14] lets the shared neural network take mixed types of modalities, i.e. geometric features and displacement, as inputs to learn scene flow between two point clouds.

The second category of methods combines the grid and point representation. VoxelNet [57] divides the space into voxels, uses local PointNets within each voxel and applies 3D convolution to voxel grids. SPLATNet [26] interpolates the point values to grids and applies 3D convolution before interpolating back to the original point cloud. Our work lies in the first category and focuses on learning representations for point cloud sequences.

3. Deep Learning on 3D Point Cloud Sequences

Our proposed method addresses the following three properties of point cloud sequences:

1. Unordered intra-frame. Points within the same frame should be treated as an unordered set. Change of feeding order of points within frames should not change the output of the deep learning model.

2. Ordered inter-frame. Points in different frames should be distinguished by their time stamps. Changing the time stamp of a point means moving the point to a different frame and should change the resulting feature vector.

3. Spatiotemporal metric space. Neighboring points form a meaningful local structure. For point cloud sequences, points that are close spatially and temporally should be considered neighbors. Therefore, the metric space that defines the neighborhood should include both the spatial and temporal domains.

In this section, we first briefly review point cloud deep learning techniques. Then we describe the Meteor module, the core module of our network, which serves the above three properties. We also explain the overall architecture design choices for various downstream applications. Finally,
we present the theoretical foundation of universal approximation for our architecture.

3.1. Review of PointNet

Our method is inspired by the seminal work of PointNet [21], a neural network architecture for deep learning on a single point cloud. It has been proven in [21] that given a set of point clouds \( \mathcal{X} \subseteq \{\{x_1, x_2, \ldots, x_n\} \mid n \in \mathbb{Z}^+, x_i \in [0, 1]^m\} \) and any continuous set function \( f : \mathcal{X} \to \mathbb{R}^c \) w.r.t. the Hausdorff distance, there exists a set function in the form of

\[
g(S) = \gamma \circ \text{MAX}_{x_i \in S}\{\eta(x_i)\}
\]

that can approximate \( f \) on \( \mathcal{X} \) arbitrarily closely. \( \eta : \mathbb{R}^m \to \mathbb{R} \) and \( \gamma : \mathbb{R}^r \to \mathbb{R}^c \) are two continuous functions and \( \text{MAX} \) is the element-wise maximum operation. In practice, \( \eta \) and \( \gamma \) are instantiated to be MLPs. The follow-up work of PointNet++ [22] extracts features in local point sets within a neighborhood and hierarchically aggregates features. For a point \( x_i \in S \), its learned feature is

\[
g'(x_i) = \gamma \circ \text{MAX}_{x_j | x_j \in S, x_j \in N_0(x_i)}\{\eta(x_j)\}
\]

where the neighborhood \( N_0(x_i) \) can be decided by a fixed radius \( r \) or the \( k \) nearest neighbors of \( x_i \).

3.2. Meteor Module

A point cloud sequence of length \( T \) is defined as a \( T \)-tuple of 3D point clouds \( S = (S_1, S_2, \ldots, S_T) \). Each element of this tuple is a 3D point set \( S_t = \{p_i^{(t)} \mid i = 1, 2, \ldots, n_t\} \), where the point \( p_i^{(t)} \) is represented by its Euclidean coordinates \( x_i^{(t)} \in \mathbb{R}^3 \) and a feature vector \( f_i^{(t)} \in \mathbb{R}^c \). The feature vector can be attributes obtained from sensors, e.g., color, or output from the previous Meteor module. Our proposed Meteor module consumes \( S \) as input and produces an updated feature vector \( h(p_i^{(t)}) \) for every point \( p_i^{(t)} \) in \( S \). The first step of Meteor module is to find neighboring points of \( p_i^{(t)} \) in the same or nearby frames to form a local spatiotemporal neighborhood \( \mathcal{N}(p_i^{(t)}) \).

Given \( \mathcal{N} \), we introduce two instantiations of \( h \) for Meteor module. The first instantiation is for applications where the correspondence across frame is important (e.g. scene flow estimation). For each \( (p_j^{(t')}, p_i^{(t)}) \) pair, we pass the feature vectors of two points and difference of their spatiotemporal positions into an MLP with shared weights \( \zeta \), followed by an element-wise max pooling. The updated feature of \( p_i^{(t)} \) is then obtained by

\[
h(p_i^{(t)}) = \text{MAX}_{p_j^{(t')} \in \mathcal{N}(p_i^{(t)})}\{\zeta(f_j^{(t')}, f_i^{(t)}, x_j^{(t')} - x_i^{(t)}, t' - t)\}
\]

The second instantiation is for applications where the correspondence between points across frames is not important (e.g. semantic segmentation), we pass the feature vector of \( p_j^{(t')} \) and difference of the spatiotemporal positions between \( p_j^{(t')} \) and \( p_i^{(t)} \) to \( \zeta \) followed by a max pooling layer

\[
h(p_i^{(t)}) = \text{MAX}_{p_j^{(t')} \in \mathcal{N}(p_i^{(t)})}\{\zeta(f_j^{(t')}, x_j^{(t')} - x_i^{(t)}, t' - t)\}
\]

In terms of the spatiotemporal interaction range of a point \( \mathcal{N} \), we introduce two types of point grouping methods for deciding \( \mathcal{N} \), which is crucial for the Meteor module: direct grouping and chained-flow grouping.

**Direct grouping.** Our intuition is that, the maximum distance an object can travel increases as time increases. Thus we directly increase grouping radius in 3D spatial space as \( |t - t'| \) increases, to cover motion range across time. Formally, the neighborhood is decided by

\[
\mathcal{N}_d(p_i^{(t)}; r) = \{p_j^{(t')} \mid ||x_j^{(t')} - x_i^{(t)}|| < r(|t' - t|)\}
\]

where \( r \) is a monotonically increasing function. Note that \( r(0) > 0 \) so that points within the same frame can also be grouped. Direct grouping is illustrated in the Figure 3(a).

**Chained-flow grouping.** In real-world dynamic point cloud sequences, the object represented by points in one frame usually has its corresponding points spatially close in neighboring frames. The motion trajectory of the object that is established through these correspondences is crucial for temporal understanding. In dynamic point cloud sequences, the interaction between a point and the other points in its spatiotemporal neighborhood should follow the direction of
its motion. Such motion can be described by scene flow — dense 3D motion field [28].

In practice, for all $t$, we first estimate the backward scene flow $f_{i}^{(t,t-1)} \in \mathbb{R}^3$ from frames $t$ to $t-1$

$$\{f_{i}^{(t,t-1)}\}_{i} = \mathcal{F}_0(\{p_{i}^{(t)}\}, \{p_{j}^{(t-1)}\})$$

where $\mathcal{F}_0$ is a scene flow estimator between point clouds $\{p_{i}^{(t)}\}$ and $\{p_{j}^{(t-1)}\}$, e.g. FlowNet3D [14]. Then $x_{i}^{(t-1)} = x_{i}^{(t)} + f_{i}^{(t,t-1)}$ is the estimated position of the virtual corresponding point of $p_{i}^{(t)}$ in frame $t - 1$.

To estimate the corresponding position of $p_{i}^{(t)}$ in frame $t - 2$, we first interpolate the scene flow estimation results $\{f_{i}^{(t-1,t-2)}\}_{i}$ at the position of virtual point $p_{i}^{(t-1)}$. Among choices for interpolation, we use the simple inverse distance weighted average of $k$ nearest neighbors

$$f_{i}^{(t-1,t-2)} = \frac{\sum_{j=1}^{k} w(x_{i}^{(t-1)}, x_{j}^{(t-1)}) f_{j}^{(t-1,t-2)}}{\sum_{j=1}^{k} w(x_{i}^{(t-1)}, x_{j}^{(t-1)})}$$

where $w(x_{1}, x_{2}) = \frac{1}{d(x_{1}, x_{2})^p}$ is the interpolation weight. We use $p = 2$, $k = 2$ by default. Then we chain the flow to estimate the corresponding position of $p_{i}^{(t)}$ in frame $t - 2$: $x_{i}^{(t-2)} = x_{i}^{(t)} + f_{i}^{(t,t-1)} + f_{i}^{(t-1,t-2)}$. Its position in frames beyond $t - 2$ can be further interpolated and chained by repeating the above process. The pre-computed flow vectors $f$ and chained interpolated flow vectors $f_*$ are illustrated in Figure 3(b). Then the neighborhood for chained-flow grouping is determined by

$$\mathcal{N}_c(p_{i}^{(t)}; r) = \{p_{i}^{(t')} \mid ||x_{i}^{(t')} - x_{i}^{(t')}|| < r\}$$

where $r$ is a constant value by default. One can also use a monotonically increasing function of $|t - t'|$ for $r$ to compensate for scene flow estimation error.

Compared to direct grouping, chained-flow grouping focuses on tracking the motion trajectories and correspondences of each point so that a smaller grouping radius can be applied. It can also be more computationally efficient.

### 3.3. Overall Architecture and Applications

The feature vectors output by Meteor module can be further processed to obtain a quantity for the entire sequence, such as class scores (e.g. for classification); or propagated back to each point to obtain a per-point quantity, such as the class scores for all points (e.g. for semantic segmentation); or a per-point quantity for the points in a particular frame (e.g. scene flow estimation). We name the overall architecture for classification, semantic segmentation and scene flow estimation as MeteorNet-cls, MeteorNet-seg and MeteorNet-flow respectively.

There are generally two types of design choices for including Meteor modules in the architecture: Early fusion and Late fusion.

**Early fusion** We apply Meteor module at the first layer so that the points from different frames are mixed from the beginning, as illustrated in left part of Figure 2. In the following experiment section, MeteorNet-cls and MeteorNet-seg used early fusion.

**Late fusion** We apply a few layers of feature learning (e.g. PointNet++) individually to points in each frame before mixing them in the Meteor module, as illustrated in right part of Figure 2. It allows the model to capture higher level semantic features. In the following experiment section, MeteorNet-flow used late fusion.

### 3.4. Theoretical Foundation

We provide a theoretical foundation for our MeteorNet by showing the universal approximation ability of Meteor module to continuous functions on point cloud sequences.

Suppose $\forall t, X_t = \{S_t \mid S_t \subseteq [0, 1]^3, |S_t| = n, n \in \mathbb{Z}^+\}$ is the set of $m$-dimensional point clouds inside an $m$-dimensional unit cube at time $t \in \mathbb{Z}$. We define single-frame Hausdorff distance $d_H(S_i, S_j)$ for $S_i \in X_i$ and $S_j \in X_j$. $\mathcal{X} = X_1 \times X_2 \times \ldots \times X_T$ is the set of point cloud sequences of length $T$. Suppose $f : \mathcal{X} \rightarrow \mathbb{R}$ is a continuous function on $\mathcal{X}$ w.r.t $d_{seq}(\cdot, \cdot)$, i.e. $\forall \epsilon > 0, \exists \delta > 0$, for any $S, S' \in \mathcal{X}$, if $d_{seq}(S, S') < \delta$, $\|f(S) - f(S')\| < \epsilon$. Here, we define the distance of point cloud sequences $d_{seq}(\cdot, \cdot)$ as the maximum per-frame Hausdorff distance among all respective frame pairs, i.e. $d_{seq}(S, S') = \max_t \{d_H(S_t, S'_t)\}$. Our theorem says that $f$ can be approximated arbitrarily closely by a large-enough neural network and a max pooling layer with enough neurons.

**Theorem 1.** Suppose $f : \mathcal{X}_1 \times \mathcal{X}_2 \times \ldots \times \mathcal{X}_T \rightarrow \mathbb{R}$ is a continuous function w.r.t $d_{seq}(\cdot, \cdot)$, $\forall \epsilon > 0, \exists \text{ a continuous function } \zeta(\cdot, \cdot)$ and a continuous function $\gamma$, such that for any $S = (S_1, S_2, \ldots, S_T) \in X_1 \times X_2 \times \ldots \times X_T$,

$$\left| f(S) - \gamma \circ \left( \max_{i \in S_t, t \in \{1, 2, \ldots, T\}} \zeta(x_{i}^{(t)}, t) \right) \right| < \epsilon$$

where $\max$ is a vector max operator that takes a set of vectors as input and returns a new vector of the element-wise maximum.
The proof of this theorem is in the supplementary material. The key idea is to prove the homeomorphism between a point cloud sequence and a single-frame point cloud by designing a continuous bijection between them so that the conclusions for a single-frame point cloud can be used. We explain the two implications of the theorem. First, for a point cloud sequence of length $T$, function $\zeta$ essentially processes $T \times$ more points identically and independently than for a single-frame point cloud. Thus compared to single-frame PointNet [21], it may need a larger network as well as a larger bottleneck dimension for MAX to maintain the expressive power for a point cloud sequence. We will show this in later experiments. Second, simply adding an additional time stamp $t$ as input to $\zeta$, the network is able to distinguish the points from different frames but still treats the points from the same frame as an unordered set.

4. Grids versus Point Clouds: A Toy Example

We constructed a toy dataset of point cloud sequences where grid-based methods fail in learning a simple classification task. Through this simple dataset, we show the drawbacks of these grid-based methods and the advantage of our architecture which works on raw point clouds.

The dataset consists of sequences of a randomly positioned particle moving inside a $100 \times 100 \times 100$ cube. The moving direction is randomly chosen from 6 possible directions, all parallel to one of the edges of the cube. Each sequence has four frames. There are four categories for the motion speed of a particle: “static”, “slow”, “medium” and “fast”. The moving distance of the particle at each step is zero for the “static” category and randomly chosen between $[0.09, 0.11]$, $[0.9, 1.1]$ and $[9, 11]$, respectively, for the other three categories. The dataset has 2000 training and 200 validation sequences, each with an equal number of sequences per label. Figure 4 illustrates an example data point in our dataset with the “fast” label.

We used a toy version of two recent grid-based deep architectures for dynamic 3D scenes, FaF [15] and MinkNet [4], as well as our MeteorNet. We only allow three layers of neurons within the three network architectures and convolution kernel sizes of no larger than 3. The architecture details are listed in Table 1. The particle is represented by grid occupancy for grid-based methods, and by a 3D point for MeteorNet. The experiment settings are designed to simulate situations where stacking convolution layers to increase expressive power is insufficient or inefficient. No data augmentation is used. The training and validation results are listed in Table 1. Our model can perfectly learn the toy dataset, while previous grid-based methods cannot avoid significant errors regardless of grid size chosen.

We provide an explanation as follows. If the grid size is chosen to be comparable to the “slow” step size, “static” and “slow” particles can be correctly classified. However, both “medium” or “fast” particles require huge convolution receptive fields to cover the moving distance. Thus, the toy grid-based networks failed to classify them. If the grid size is chosen to be comparable to the “fast” (or “medium”) step size, “fast” (or “medium”) particles can be correctly classified. However, both “slow” and “static” particles mostly yield similar stationary grid occupancy. Thus, the toy grid-based networks failed to classify them. Through this experiment, we show the advantage of our MeteorNet: it is grid size agnostic and can accurately learn both long- and short-range motion at the same time.

5. Experiments

The design of our MeteorNet is motivated by two hypotheses. First, deep architectures that process raw point clouds suffer less from quantization error than grid-based methods. Therefore, they achieve a better performance in a variety of recognition tasks. Second, many recognition tasks benefit from longer input sequences of 3D data. To show this, we apply MeteorNet to three 3D recognition tasks: action recognition, semantic segmentation and scene flow estimation, which are typical classification and regression tasks. We compare the performance to a variety of baselines including grid-based and single-frame methods. We also visualize some example results.

5.1. Classification

We first conducted an experiment on point cloud sequence classification. We use the MSRAAction3D dataset [12]. It consists of 567 Kinect depth map sequences of 10 different people performing 20 categories of actions. There are 23,797 frames in total. We reconstructed point cloud sequences from the depth maps. We use the same train/test
<table>
<thead>
<tr>
<th>Method</th>
<th>Input</th>
<th># of Frames</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vieira et al. [29]</td>
<td>depth</td>
<td>20</td>
<td>78.20</td>
</tr>
<tr>
<td>Kläser et al. [11]</td>
<td>depth</td>
<td>18</td>
<td>81.43</td>
</tr>
<tr>
<td>Actionlet [30]</td>
<td>groundtruth skeleton</td>
<td>full</td>
<td>88.21</td>
</tr>
<tr>
<td>PointNet++ [22]</td>
<td>point</td>
<td>1</td>
<td>61.61</td>
</tr>
<tr>
<td>MeteorNet-cls</td>
<td>point</td>
<td></td>
<td>78.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>81.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>86.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>88.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24</td>
<td><strong>88.50</strong></td>
</tr>
</tbody>
</table>

Table 2: Classification accuracy on MSRAction3D (%).

split as previous work [30]. The classification results are listed in Table 2. The baselines are descriptor-based methods on depth maps [29, 11] and skeletons [30], and PointNet++ [22]. MeteorNet-cls significantly outperforms all baselines on this dataset. We also show that action recognition accuracy of MeteorNet-cls benefits from longer point cloud sequences.

5.2. Semantic Segmentation

We conduct two semantic segmentation experiments. We first test MeteorNet-seg on large-scale synthetic dataset Synthia [23] to perform an ablation study and compare with a sparse 4D CNN baseline. Then we test MeteorNet-seg on real LiDAR scans from KITTI dataset [8].

Synthia dataset It consists of six sequences of driving scenarios in nine different weather conditions. Each sequence consists of four stereo RGBD images from four viewpoints captured from the top of a moving car. We reconstruct 3D point clouds from RGB and depth images and create 3D point cloud sequences. The scene is cropped by a 50m×50m×50m bounding box centered at the car. We then use farthest point sampling to downsample the scene to 16,384 points per frame. We used the same train/validation/test split as [4]: sequences 1-4 with weather conditions other than sunset, spring and fog are used as train set; sequence 5 with foggy weather are used as validation set; and sequence 6 with sunset and spring weather are used as test set. The train, validation and test set contain 19,888, 815 and 1,886 frames respectively.

As an ablation study, we used MeteorNet-seg with various settings of model sizes and number of input frames. Compared to MeteorNet-seg-s, MeteorNet-seg-m has a larger bottleneck dimension at each max pooling layer. Compared to MeteorNet-seg-m, MeteorNet-seg-l has the same max pooling dimensions but larger dimensions in non-bottleneck layers. Among the baselines, 3D and 4D MinkNet [4] voxelize the space and use 3D spatial or 4D spatiotemporal sparse convolution to perform segmentation. The evaluation metrics are the per-class and overall mean IoU as well as overall segmentation accuracy. The results are listed in Table 3.

Our multi-frame MeteorNet-seg outperforms the single-frame PointNet++. Furthermore, point-based methods outperform sparse-convolution-based methods by a significant margin in most categories as well as in the overall metrics. We also found interesting results in the ablation study. First, increasing the max pooling bottleneck dimension is more effective than increasing the non-bottleneck layer dimension for multi-frame input. Second, increasing the number of frames without increasing the model size can negatively impact the network performance. Third, MeteorNet-seg with chained-flow grouping achieves the best performance on movable objects such as “Car” and “Pedestrian” among all point-based methods. This shows its advantage in detecting motion. Figure 5 visualizes two example results. Our model can accurately segment most objects.

KITTI dataset We derived a semantic segmentation dataset from the KITTI object detection dataset [1] by converting bounding box labels to per-point labels. Additional frames are from the corresponding LiDAR data in the KITTI raw set [8]. We used GPS/IMU data to transform the point cloud into world coordinates to eliminate ego motion. There are three semantic classes: “Car”, “Pedestrian/Cyclist” and “Background”. The “Car” class mostly consists of points of parked and static cars1 while the “Pedestrian/Cyclist” class mostly consists of points of moving people. We used the default train/val split as in [20]. The segmentation results are listed in Table 4.

MeteorNet yields similar segmentation accuracy as PointNet++ on “Car” but significantly improves on “Pedestrian/Cyclist” with multiple frames as input. As expected,

1We provide an approximate statistics by randomly sampling 200 point cloud sequences from all 7481 train/val sequences and count “Car” instances. There are totally 884 “Car” instances. Among them, 654 (73.9%) are static cars, 230 (26.1%) are moving cars.
the accuracy on “Pedestrian/Cyclist” continues to increase as the number of input frames increases. This underlines the advantage of MeteorNet for learning object motion.

### 5.3. Scene Flow Estimation

Labelling dense scene flow in real point cloud data is very expensive. To the best of our knowledge, there does not exist any large-scale real-world point cloud dataset with per-point scene flow annotations. A common approach is to train on a large-scale synthetic dataset and then to finetune on a smaller real dataset [14]. To this end, we conducted two experiments: we first train MeteorNet on the FlyingThings3D dataset [17], then finetune MeteorNet on the KITTI scene flow dataset [19].

**FlyingThings3D dataset** This synthetic dataset consists of RGB and disparity image videos rendered from scenes of multiple randomly moving objects from ShapeNet [3]. It provides 8,955 training videos and 1,747 test videos where each video has 10 frames. We reconstructed 3D point clouds from disparity maps. Maps of optical flow and disparity change are provided for consecutive frames, from which 3D scene flow can be reconstructed. This dataset is challenging because of large displacements and strong occlusions. We randomly sampled 20,000 4-frame sequences from training videos as our training set and 2,000 4-frame sequences from testing videos as our test set. We used random rotation for data augmentation.

We evaluate 3D end-point-error (EPE) of scene flow, which is defined as the $L_2$ distance between the estimated flow vectors and the ground truth flow vectors. We report four aspects of EPE: mean, standard deviation, accuracy with threshold 10% or 0.1, and outlier ratio with threshold 1.0, as our evaluation metrics. Among the base-lines, FlowNet-C/FlowNet-S are convolutional architectures adapted from [7] that take two/three dense depth maps (converted to $xyz$ coordinate maps) as input to estimate per-pixel scene flow instead of optical flow as originally done in [7]. FlowNet3D [14] is a PointNet-based architecture that takes two point clouds as input to estimate per-point scene flow. The results are listed in Table 5.

We see that convolution-based methods have a hard time capturing accurate scene flow probably due to occlusion. Point based methods such as FlowNet3D can effectively capture the accurate motion in point clouds. MeteorNet-flow can further improve scene flow estimation with more frames as input. MeteorNet-flow with direct grouping shows better accuracy for small displacements while MeteorNet-flow with chained-flow grouping shows better overall performance.

By using chained flow, points are grouped into a neighborhood which are located close to the proposed corresponding position as predicted by flow from past frames. Therefore, the model is provided more evidence to estimate the correct flow direction and magnitude. Furthermore, as the number of input frames increases for MeteorNet-flow, the performance gain is consistent.

**KITTI scene flow dataset** This dataset provides ground truth disparity maps and optical flow for 200 frame pairs [19]. From this, we reconstructed 3D scene flow. Only 142 out of 200 pairs have corresponding raw LiDAR point cloud data and thus allow us to use preceding frames from the
KITTI raw dataset [8]. We project the raw point clouds onto the groundtruth maps to obtain the groundtruth 3D scene flow. We first train the models on the FlyingThings3D dataset until convergence and use first 100 pairs to finetune the models. Then we use the remaining 42 pairs for testing. We report two aspects of EPE of scene flow: mean and standard deviation, as our evaluation metrics. The baseline FlowNet3D is trained and finetuned the same way as MeteorNet-flow. The results are listed in Table 6.

<table>
<thead>
<tr>
<th>Method</th>
<th>Input</th>
<th>Frames</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>FlowNet3D [14]</td>
<td>points</td>
<td>2</td>
<td>0.287</td>
<td>0.250</td>
</tr>
<tr>
<td>MeteorNet-flow</td>
<td>points</td>
<td>3</td>
<td>0.282</td>
<td>0.204</td>
</tr>
<tr>
<td>(direct)</td>
<td>points</td>
<td>4</td>
<td>0.263</td>
<td>0.210</td>
</tr>
<tr>
<td>MeteorNet-flow</td>
<td>points</td>
<td>3</td>
<td>0.277</td>
<td>0.244</td>
</tr>
<tr>
<td>(chained-flow)</td>
<td>points</td>
<td>4</td>
<td>0.251</td>
<td>0.227</td>
</tr>
</tbody>
</table>

Table 6: Flow estimation results on KITTI scene flow dataset. Metrics are the mean and standard deviation of the End-point-error (EPE) of scene flow.

Our MeteorNet-flow with three and four frames as input outperforms the baselines. As the number of frame increases, the performance gain is consistent. The version using chained-flow for grouping is better in mean error while the direct grouping version has lower standard deviation and is more robust. Our hypothesis is that when points are sparse, the initial flow estimation may have larger error which propagates through time and thereby affects the final prediction. Figure 6 visualizes some examples of the resulting flow estimates.

6. Discussion

Relation to Other Architectures MeteorNet can be seen as a generalization of several previous architectures. When the input is one point cloud frame, MeteorNet can be reduced to either PointNet++ [22] or DGCNN [33], depending on the instantiation of the h function in Subsection 3.2. When the input has two frames of point clouds, MeteorNet can be reduced to FlowNet3D [14].

Direct Grouping vs. Chained-flow Grouping In subsection 3.2, we discussed the two grouping methods. One possible advantage of chained-flow grouping compared to direct grouping is its computational efficiency. Intuitively for direct grouping, the spatial neighborhood radius r should grow linearly with t − t′. Therefore, for a point cloud sequence with length T, the total number of points in the spatiotemporal neighborhood of a point is O(T^4). For chained-flow grouping, the spatial radius r does not need to grow with time, thus the number of points in the spatiotemporal neighborhood is only O(T^2). This limitation of the direct grouping can be mitigated by limiting the temporal radius of neighborhoods while increasing the number of stacked Meteor modules. This is similar to using smaller convolution kernels while increasing the number of layers in convolutional neural networks.

A potential problem for chained-flow grouping is when point clouds are too sparse and the flow estimation is inaccurate. In this case, errors may accumulate during chaining, and the resulting spatiotemporal neighborhood may deviate from the true corresponding points across time. Studying the effect of initial scene flow error on final performance will be left as future work.

7. Conclusion

In this work, we proposed a novel deep neural network architecture MeteorNet that directly consumes dynamic 3D point cloud sequences. We show how this new architecture outperforms grid-based and single-frame methods on a variety of 3D recognition tasks including activity recognition, semantic segmentation and scene flow estimation. We also show the universal approximation ability of our network and provide visualizations of example results.
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