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Abstract

We consider the problem of comparing the similarity of image sets with variable-quantity, quality and unordered heterogeneous images. We use feature restructuring to exploit the correlations of both inner and inter-set images. Specifically, the residual self-attention can effectively restructure the features using the other features within a set to emphasize the discriminative images and eliminate the redundancy. Then, a sparse/collaborative learning-based dependency-guided representation scheme reconstructs the probe features conditional to the gallery features in order to adaptively align the two sets. This enables our framework to be compatible with both verification and open-set identification. We show that the parametric self-attention network and non-parametric dictionary learning can be trained end-to-end by a unified alternative optimization scheme, and that the full framework is permutation-invariant. In the numerical experiments we conducted, our method achieves top performance on competitive image set/video-based face recognition and person re-identification benchmarks.

1. Introduction

Many research studies focus on using a single image \cite{33, 35, 32} or video \cite{27, 30} as shown in Fig. 1. However, in many practical applications, a set of images of a subject (consisting of still images, or frames from a video, or a mixture of both) can usually be collected from different checkpoints, segments in videos, mugshot history of a criminal and lifetime enrollment images for identity documents etc \cite{28}. These can contain extreme rotations, complex expressions and illumination variations \cite{25, 40, 61}. This setting is more similar to the real-world biometric scenarios \cite{15}.

Compared to the case of a single image \cite{24, 37, 31, 38, 29, 26}, richer and complementary information can be expected in a set, because the samples are captured from multiple views \cite{36}. However, it also poses several challenges including a) variable number of samples within a set, b) larger inner-set variability than its video-based recognition counterpart, and c) order-less data.

The conventional approaches to set-based recognition aggregate all images $X = \{x_n\}_{n=1}^N$ in a set with $N$ images to a single feature vector. The aggregation is achieved through max/average pooling \cite{21, 43, 5}. More formally, $f(X) = \rho(\max/\text{average pooling}(\{\varphi(x_1), \cdots, \varphi(x_N)\}))$, where $\rho, \varphi$ are any appropriate mapping functions. Considering that the importance of each image may be different, their weights are calculated independently by $\varphi$ as the soft attention score in pooling operation \cite{61, 40}. By doing this, the high quality (i.e., clear and frontal) faces are favored in these models. These methods are not sensitive to the order of images with in a set (i.e., permutation-invariant), but their weight selection procedures for each image in the set do not pay attention to the other images. Without inner-set correlation can result in redundant weights as in Fig. 2.

The inter-set correlation is also important for similarity measurements \cite{62}. If we are given a query set consisting of clear profile face images, it should be more reasonable to emphasize the profile face images in the gallery set rather than the high-quality frontal face images.

How to model the inner/inter-set correlations in image...
sets with arbitrary number of order-less images has long been a challenging [25].

For exploring the inner-set correlations, the typical permutation-sensitive methods, e.g., recurrent neural networks, are totally not applicable for order-less data [25]. The reinforcement learning (RL) was introduced to estimate the weights of each image sequentially [25]. Fig. 2 shows that RL is still sensitive to the order.

For exploring the inter-set correlations, the parametric pair-wise input network (takes two sets as input and output the similarity score using a sigmoid unit directly) usually computationally inefficient for open-set identification [56, 61]. [25] proposes to represent and compare frontal and profile faces separately. When we start using separate representations for expressions, lighting, occlusion, makeup etc., the enormous number of final representations and hyper-parameters needed to balance them will be uncontrollable.

To address the challenge of taking inner-set and inter-set correlations into account in a computationally efficient way, we propose the permutation-invariant feature restructuring (PIFR) framework to reduce the redundancy and maintain the benefit of diversity information. It fully considers the inner/inter-set correlation by restructuring a sample in the probe set with the samples in probe/gallery set to explore their complementarity and substitutability.

Specifically, a parametric redundancy-eliminating self-attention (RSA) module allows all samples in a set to contribute to produce a refined feature vector based on feature pair-wise affinity. Its residual attention mechanism not only learns to emphasize discriminative samples while repelling inferior ones, but it also explicitly reduces the redundancy. Moreover, spatial cues are incorporated using the fully convolutional feature extractor and Gaussian similarity metric.

To take all possible inter-set variations into account and scale to open-set identification, we develop a non-parametric dependency-guided feature alignment (DFA) module for inter-set interaction. It assumes that each probe image feature vector can be sparsely/collaboratively restructured on the basis of gallery feature set [34]. In testing, the gallery features can be pre-computed and stored, and its reconstruction coefficients can be computed in parallel.

The parametric deep learning-based RSA and non-parametric dictionary learning-based DFA can be alternatively optimized in our PIFR. Table 1 compares the capabilities of the proposed PIFR to other set-based approaches. The main contributions of this paper are

- We introduce PIFR that takes into account the correlations among variable number of order-less samples by re-structuring the feature with the other inner/inter-set features in a permutation-invariant manner. It emphasizes the discriminative images, reduces the redundancy, adaptively aligns the probe-gallery set, and is efficient for both verification and open-set identification tasks.

- We show how self-attention and dictionary learning can be applied to set-based recognition. The spatial cues and explicit redundancy-reduction are further incorporated in RSA. A novel reconstruction-based sparse/collaborative similarity and loss are proposed in DFA.

- The proposed PIFR with alternate optimization can be a general framework to integrate the parametric deep learning and non-parametric dictionary learning.

We apply the proposed method to several image set-based verification/identification tasks and empirically demonstrate its effectiveness and generality.

Table 1. Comparisons between proposed PIFR and other state-of-the-art approaches for set-based recognition.

<table>
<thead>
<tr>
<th>Method</th>
<th>permutation variant</th>
<th>inner-set correlation</th>
<th>inter-set correlation</th>
<th>verification</th>
<th>open-set identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>AccPan</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>205</td>
<td>205</td>
</tr>
<tr>
<td>MANA [56]</td>
<td>yes</td>
<td>yes</td>
<td>greatly</td>
<td>230</td>
<td>231</td>
</tr>
<tr>
<td>Client [25]</td>
<td>yes</td>
<td>yes only</td>
<td>greatly</td>
<td>230</td>
<td>230</td>
</tr>
</tbody>
</table>

Figure 2. Examples in IJB-A dataset showing the weights of images calculated by independent image quality assessment (NAN [61]) that does not take into account inner-set correlations and RL-based inner-set relationship exploring (DAC [25]). The NAN suggests a similar score for a discriminative image and its blurry version in the same pose (dashed red box). However, there is little additional information in the latter. When we change the order of images from the 1st row to the 2nd row, the output of DAC is different. If the inferior samples are processed ahead by DAC, their weights can be larger, and the performance would be degraded.
following form is permutation-invariant:

$$f(X) = \rho \left( \sum_{x \in X} \phi(x) \right)$$ (1)

However, $\phi$ acts independently on each element, which does not allow an exploration of the inter-sample relationships. This limitation is also in the methods in [13, 10].

**Image set based recognition.** A video can be considered as an image set with ordered images and has been actively studied, while a general image set is orderless and usually contains more challenging variations. Thus the methods relying on temporal dynamics will not be covered here. Traditional methods usually model the set/video as appearance subspaces or manifolds [51, 19, 49].

Along a different axis, [61, 40] are based on computing a score for each image with neural image assessment modules. Then, a set of features are aggregated to a fixed size feature vector via weighted pooling. Without inner-set interactions, this may result in redundancy and not use the information diversity present in a set.

[25] proposes to exploit the inner-set relationship using the RL. However, it is permutation-variant since the weight of the first image is computed based on $[x_1; \frac{x_2 + \cdots + x_N}{N}]$, while if we move that image to the second position, its weight will be based on $[x_2; \frac{a_1 x_1 + x_2 + \cdots + x_N}{N+a_1}]$, where $[\cdot; \cdot]$ denotes the concatenation and $a_1$ is the updated weight of the first image. Besides, the RL itself is usually unstable [17]. The feature dimension is compressed from 1024 in its GoogleNet backbone [45] to 128 which unavoidably weakens its representation ability. Different from these extensions, we address the inner-set redundancy by constructing a feature vector that takes into account all of its neighbors and results in a set of redundancy-reduced features.

Using a single set-level feature vector is inadequate for representing inter-set interactions. [25, 56] target the inter-set pose-aware alignment relying on pose/landmark detection, and the parametric pair-wise input network in [56] is computationally inefficient for open-set identification. Our PIFR is end-to-end trained given only the set-level identity annotations, and is compatible with multiple inter-set variations and is scalable for open-set identification.

**Self-attention and non-local filtering.** As attention models grow in popularity, [48] develops a self-attention mechanism for machine translation. It calculates the response at one position as a weighted sum of all positions in the sentences. A similar idea is also inherited in the non-local algorithm [2], which is a classical image denoising technique. The interaction networks were also developed for modeling pair-wise interactions [1, 18, 53, 60]. Moreover, [52] proposes to bridge self-attention to the more general non-local filtering operations. [65] proposes to learn temporal dependencies between video frames at multiple time scales. Inspired by above works, we further adapt this idea to the set-based problem, the difference with the aforementioned studies includes, but is not limited to incorporating spatial clues with Gaussian similarity matrix, explicit redundancy-eliminating residual term and single-layer pairwise affinity.

**Sparse/collaborative representation based classification (SRC/CRC).** SRC [54] and CRC [64], and their many extensions [34, 7, 55] have been widely studied. They achieve promising single image and video-based [6] face recognition performance under occlusions and illumination variations. Our DFA is inspired by them, but using a novel similarity measurement instead of reconstruction coefficients.

### 3. Methodology

We consider the image-set based recognition as matching the probe set $P$ containing $N$ images (i.e., $P = \{p_n\}_{n=1}^{N}$) with the gallery set $G$ which consist of $M$ images (i.e., $G = \{g_m\}_{m=1}^{M}$), $n, m$ are the image/video frames indexes. As illustrated in Fig. 3, our permutation-invariant feature restructuring (PIFR) framework consists of three ma-
Table 2. The structure details of our IFE and RSA modules. We adopt the pre-trained ResNet-50 backbone, and utilize the output of 3rd resblock as our \{x_n\}_n=1 on IJB-A&Celebrity-1000.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Input size</th>
<th>Output size</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1</td>
<td>7 × 7, 64, stride 2</td>
<td>112 × 112 × 64 × N</td>
</tr>
<tr>
<td>post-1</td>
<td>max pool, 3 × 3, stride 2</td>
<td>56 × 56 × 64 × N</td>
</tr>
<tr>
<td>4 × 4 res blocks</td>
<td>conv 3 × 3, 64 \times x3</td>
<td>56 × 56 × 256 × N</td>
</tr>
<tr>
<td>4 × 4 res blocks</td>
<td>conv 3 × 3, 128 \times x4</td>
<td>28 × 28 × 512 × N</td>
</tr>
<tr>
<td>8 × 8 res blocks</td>
<td>conv 3 × 3, 256 \times x8</td>
<td>14 × 14 × 1024 × N</td>
</tr>
<tr>
<td>RSA</td>
<td>RSA blocks</td>
<td>14 × 14 × 1024 × N</td>
</tr>
</tbody>
</table>

Global post | Global pred, 112 × 112 | 112 × 112 × 128 × N |

3.1. Redundancy-eliminating Self Attention

A shown in Fig. 4, we cascade L × RSA blocks, which works as a residual self-attention module receiving all extracted features \{x_n\}_n=1 and restructuring them based on inner-set correlations. Since the features \{x_n\}_n=1 are deterministically computed from the probe set \{p_n\}_n=1, they also inherit and display large variations and redundancy. Ideally, the RSA should display four attributes: Ability to handle arbitrary number of samples, inner-set correlation-awareness, permutation invariance to the features, and sensitivity to relative locations in the image plane.

We propose to harvest the spatially-aware inner-set correlations by exploiting the affinity of point-wise feature vectors. We use \(i = 1, \ldots, N\) to index the position in HW plane and \(j\) is the index for all \(D\)-dimensional feature vectors other than the \(i^{th}\) vector \((j = 1, \ldots, N\) - 1). Specifically, our RSA block can be formulated as

\[
x_{i,j}^{l} = x_{i,j}^{l-1} + \frac{\Omega_l}{C_{n,j}} \sum_{\forall n,j} \omega(x_{n,j}^{0}, x_{n,j}^{0})(x_{i,j}^{l-1} - x_{i,j}^{l-1}) \Delta_{i,j}
\]

where \(\Omega_l \in \mathbb{R}^{1 \times 1 \times D}\) is the weight vector to be learned, \(l = 0, 1, \ldots, L\) with \(L\) being the number of stacked sub-self attention blocks and \(x_0 = x_n\). The pairwise affinity \(\omega(\cdot, \cdot)\) is an scalar. The response is normalized by \(C_{n,j}\).

To explore the spatial clues, we propose to use a Gaussian similarity metric \(\Delta_{i,j} = \exp\left(\frac{\|h_{w_{n,j}} - h_{w_{n,j}}\|^2}{\sigma}\right)\), where \(h_{w_{n,j}}, h_{w_{n,j}} \in \mathbb{R}^2\) represent the position of \(i^{th}\) and \(j^{th}\) vector in the HW-plane of \(x_n\).

The residual term is the difference between the neighboring feature \((i.e., x_{i,j}^{l-1})\) and the computed feature \(x_{i,j}^{l-1}\). If \(x_{i,j}^{l-1}\) incorporates complementary information and has better imaging/content quality compared to \(x_{i,j}^{l-1}\) then RSA will erase some information of the inferior \(x_{i,j}^{l-1}\) and replaces it by the more discriminative feature representation \(x_{i,j}^{l-1}\). Compared to the method of using only \(x_{i,j}^{l-1}\) [52, 65], our setting shares more common features with diffusion maps [9, 46], graph Laplacian [8] and non-local image processing [3, 14]. All of them are non-local analogues [12] of local diffusions, which are expected to be more stable than its original non-local counterpart [2, 52] due to the nature of its inherit Hilbert-Schmidt operator [12].

The operation of \(\omega\) in Eq. (2) is not sensitive to many function choices [52, 65]. We simply choose the embedded Gaussian given by

\[
\omega(x_{n,j}^{l}, x_{n,j}^{l}) = e^{\psi(x_{n,j}^{l})^T \phi(x_{n,j}^{l})}
\]

where \(\psi(x_{n,j}^{l}) = \Psi x_{n,j}^{l}\) and \(\phi(x_{n,j}^{l}) = \Phi x_{n,j}^{l}\) are two embeddings, and \(\Psi, \Phi\) are matrices to be learned.

Different from [52], our affinity \(\omega\) is pre-computed given the input feature set \(\{x_n\}_n=1\) and stays the same through the propagation within RSA, which reduces the computational cost while \(\omega(x_{n,j}^{l}, x_{n,j}^{l})\) can still represent the affinity between \(x_{i,j}^{l-1}\) and \(x_{i,j}^{l-1}\) to some extent. This design reduces the number of parameters and speeds up the learning.

**Definition 1.** Let \(\pi\) be an arbitrary permutation function for a sequence. We say a function \(f(X)\) is permutation-invariant iff for \(\forall \pi; f(X) = f(\pi(X))\).

**Property 1.** The RSA is permutation-invariant, due to the fact that all features in \(\{x_n\}_n=1\) are considered in Eq. (2) in an order-less manner (sum operation).

The formulation in Eq. (2) supports the inputs of variable number of features, and maintains the corresponding
number and dimension of features in the output tensor $X^L$ after several blocks are calculated consecutively. We apply the global pooling (GP) $[23]$ to summarize the information in HW-plane, and get the final representations:

$$
\begin{align*}
X^L &= \{x_1^L, \cdots, x_N^L\}, \quad \pi_n^L = \text{GP}(x_n^L) \in \mathbb{R}^{1 \times 1 \times D} \\
Y^L &= \{y_1^L, \cdots, y_M^L\}, \quad \tilde{y}_m^L = \text{GP}(y_m^L) \in \mathbb{R}^{1 \times 1 \times D}
\end{align*}
$$

(4)

RSA learns to aggregate inner-set correlations for each individual position of a sample’s feature adaptively. It can be flexibly attached to any pre-trained IFE (by initializing $\Omega^L$ as zero) and possible to be fine-tuned jointly with IFE.

### 3.2. Dependency-guided Feature Alignment

Beyond specifically aligning the poses, illuminations, expressions etc., $[25, 62]$, we propose to measure the dependency-guided similarity between a pair of feature sets with different feature numbers leveraging the non-parametric dictionary learning methods $[34]$.

$\pi_n^L$ is expected to be represented using a linear combination of $\{y_1^L, \cdots, y_M^L\}$, which means that we can search similar feature vectors in $Y^L$ to reconstruct $\pi_n^L$. It transforms the matching task into a sparse/collaborative representation problem:

$$
\min_{a_n} \| a_n \|_p \quad \text{s.t.} \quad \pi_n^L = Y^L a_n
$$

(5)

where $a_n \in \mathbb{R}^{M \times 1}$ is the sparse/collaborative coding vector of $\pi_n^L$ w.r.t. $Y^L$. The $\ell_p$-norm is used to constrain $a_n$, which leads to fewer features in $Y^L$ to reconstruct the $\pi_n^L$. $p = 1$ and 2 are adopted in sparse and collaborative representation-based classification, respectively. However, SRC/CRC is proposed to reconstruct a probe image based on all of the gallery images and uses the coefficient $a_n$ to rank similar samples. Our method is different from that, since the objectives are the samples in the sets and we do not use $\| a_n \|_p$ directly for similarity measurement. We can relax the constraint term and rewrite Eq. (5) as

$$
\min_{a_n} \| \pi_n^L - Y^L a_n \|_2^2 + \frac{\lambda}{M} \| a_n \|_p
$$

(6)

where $\| \pi_n^L - Y^L a_n \|_2^2$ is the $\ell_2$ distance of $\pi_n^L$ and $Y^L$, and $\lambda$ controls the sparsity of coefficients $a_n$. For a probe set with $N$ samples, we need a sparse/collaborative reconstruction coefficient matrix $A = \{a_1, \cdots, a_N\} \in \mathbb{R}^{M \times N}$, and the set-to-set verification is reformulated to calculate the set-level similarity, which can be measured by $\frac{1}{N} \| \bar{X}^L - Y^L A \|_2^2$. It is essentially different from previous metric learning algorithms for two sets.

As such, DFA is essentially accounting for all possible variations to further boost the performance at the extremes of these variations, and there is no need for additional pose/landmark annotations. Since there are no additional constraints for the relations of the elements in $A$, it is also permutation-invariant.

In the testing stage of an open-set identification task with $K$ gallery sets, we need $K$ times verification, where $K$ can be a few hundreds (e.g., IJB-A) or even millions in real-world applications. The pair-wise input network $[56]$ for inter-set interaction need to process $K$ query-gallery image set pairs. Considering the limited memory of GPUs, we usually cannot put in 2$K$ image sets and several network models. Its processing time equals to $K$ times of verification, which is impractical. However, our gallery $Y^L$s can be pre-computed and stored. We only need to extract $\bar{X}^L$ from a query set, and the $K$ times similarity measurements is applied to $\bar{X}^L$ and $Y^L$ vector set pairs instead of original image. Unlike parametric network-based scheme, our DFA does not take a lot of memory. Therefore, we can process numerous $\bar{X}^L$ and $Y^L$ pairs in parallel. Actually, $a_1, \cdots, a_N$ are also solved using a parallel algorithm $[20, 64]$. The separated and non-parametric DFA enables our framework to be practicable for open-set identification.

### 3.3. Bi-level Training and Alternative Optimization

We note that the DFA is nonparametric and does not have a training phase. For the closed-set identification, there are no inter-set interaction, and the RSA only model is applied. The nonparametric frame-wise average pooling is applied to $\bar{X}^L$, which aggregates features into a fixed-size representation $\bar{X}^L \in \mathbb{R}^{1 \times 1 \times D}$, followed by a softmax output layer to calculate the cross-entropy loss. For the verification or open-set identification, the RSA only model is trained by contrastive loss as in $[61]$ using $\bar{X}^L$, while the PIFR is trained following a bi-level scheme using paired $\bar{X}^L$ & $\bar{Y}^L$.

First, we pre-train the RSA module following closed-set

---

**Algorithm 1: Bi-level training of PIFR**

**Input:** Training sets and labels; $\lambda$; Pre-trained IFE

**Output:** Updated RSA parameters $\theta$

1. **Level 1: Pre-train RSA:**
   2. for all IFE extracted training sets $X$ and $Y$ do
      3. Reconstruct $\{x_n\}_{n=1}^N$ and $\{y_m\}_{m=1}^M$ to $X^L$, $Y^L$ using RSA
      4. $\bar{X}^L =$ Global pool($X^L$); $\bar{Y}^L =$ Average pool($\bar{Y}^L$)
      5. Compute cross entropy loss and update RSA by SGD
   end

2. **Level 2: Alternative optimization with RSA and DFA:**
   2. for all $X$ and $Y$ pairs do
      1. Compute index function $\alpha$ with training set labels
      2. Compute $\{a_n\}_{n=1}^N$ in DFA following Eq. (8)
      3. Compute the reconstruction error loss in Eq. (7)
      4. Update the parameters $\theta$ by SGD following Eq. (9)
   end
identification setting. In the second stage, the DFA module is added, and the dictionary learning similarity is used as the fine-tuning signal. The loss function is defined as
\[
\mathcal{L}(\theta, A) = \frac{\alpha}{N} \| X^L - \nabla Y^L A \|^2_2 + \frac{\lambda}{N \times M} \| A \|_F \tag{7}
\]
where \(\theta (\Omega^L, \Psi, \Phi)\) denotes the parameters in RSA and implements as in [52, 65], \(\alpha\) is an indicator function which takes value 1 when the probe and gallery set have the same identity and value -1 for different identity. \(\lambda\) is usually set to 1 for simplicity. This objective explicitly encourages the feature sets from the same subject to be close while the feature sets of different subjects are far away from each other.

To minimize the loss in Eq. (7), we use the following alternative optimization algorithm to incorporate a parametric free module into deep models:

**a) Fix (initialize) \(\theta\) and minimize \(\mathcal{L}\) w.r.t. \(A\).** The task in this step is to solve the optimal sparse/collaborative coding matrix \(A\). In practice, this is achieved by solving \(a_1, \cdots, a_N\) with parallel computing mode. Eq. (6) can be further rewritten as follows:
\[
\min_{a_n} \frac{1}{2} a_n^T \nabla Y^L a_n - x_n^T \nabla Y^L a_n + \frac{\lambda}{M} \| a_n \|_F \tag{8}
\]
The feature-sign searching algorithm [20, 64] is utilized to find the optimal \(a_n\).

**b) Fix \(A\) and minimize \(\mathcal{L}\) w.r.t. \(\theta\).** One of the remarkable properties of \(\mathcal{L}\) is differentiable. We update the parameters of RSA using the standard Stochastic Gradient Descent (SGD) by the following gradients of \(\mathcal{L}\) w.r.t. \(X\) and \(Y\)
\[
\begin{align*}
\frac{\partial \mathcal{L}(\theta)}{\partial X} &= \frac{2}{N} (X^L - \nabla Y^L A) \\
\frac{\partial \mathcal{L}(\theta)}{\partial Y} &= -\frac{2}{N} (X^L - \nabla Y^L A) A^T
\end{align*} \tag{9}
\]

The overall bi-level training is outlined in Algorithm 1. The similarity value learned through PIFR are self-adaptive and sensitive to spatial location and inner/inter set variations. The benefits of utilizing both of the RSA and DFA restructuring modules are demonstrated in experiments.

**Analysis.** Since IFE extracts \(\{x_n\}_{n=1}^N\) from \(\{p_n\}_{n=1}^N\) independently, RSA used to reconstruct the representation set is permutation-invariant and the computing of the \(a_n\) in DFA is a permutation-invariant operation. Combined with the fact that the similarity measurement is permutation-invariant as well, we have the following:

**Proposition 1.** The PIFR is permutation-invariant.

Note that we can deconstruct PIFR into two operation stages to align with Eq. (1). In RSA, the residual term is our \(\varphi\) and sum operation, which does not act independently on each item but considers the whole set to obtain the embeddings. In the second stage, the RSA can be regarded as \(\varphi\). The sum operator is inherent in \(\| \cdot \|^2_2\) and \(\ell_p\)-norm. Then \(\rho\) is simply the \(\text{sqrt}\) function. Additionally, instead of a fixed function such as pooling, our inner-set relationship function is parameterized and can adapt to the task at hand.

## 4. Numerical Experiments

In this section, we first explore the mapping of the coefficients in DFA (see Fig. 5). Based on the above understanding, we evaluate PIFR on several benchmarks via exhaustive ablation studies. RSA is implemented on our Titan Xp GPU. In testing stage, our gallery \(Y^L\)’s are pre-computed and stored. The average verification time of collaborative DFA is only 93ms for IJB-A, when we use a single Xeon E5 v4 CPU. The detailed architectures for the individual modules are provided in the Supplementary file.

**Unconstrained Set-based face recognition**

The IARPA Janus Benchmarks (IJB)-A is a set-based face recognition dataset, where all images and videos are collected in unconstrained environments with large variations in imaging condition and viewpoints. It contains 5,397 still images and 20,412 video frames from 500 identities, and the number of samples in a set ranges from 1 to 190 with an average of 11.4 images and 4.2 videos per subject.

To take advantage of the long-tested image-based network structure and millions of available training images, the backbone of IFE is adapted from the GoogleNet [45] /ResNet50 [16] and trained on 3M Indoor face images [61] or VGGFace2 [4] (3.31M images) respectively. We choose the same training details as [25, 57] for fair comparisons.

In the baseline methods, CNN+Mean\(\ell_2\) measures the \(\ell_2\) similarity of all \(X^L\) and \(Y^L\) pairs. The CNN+AvgPool is the average pooling along each feature dimension for aggregation, followed by a linear classifier [61, 25].

For the 1:1 **verification** task, the performances are shown using the receiver operating characteristics (ROC) curves in Fig. 6. We also report the true accept rate (TAR) vs. false positive rates (FAR) in Table 3.

The performance of 1:N **identification** is characterized by the cumulative match characteristics (CMC) curves shown in Fig. 6. It is an information retrieval metric, which
Table 3. Evaluation on the IJB-A dataset. For verification, the true accept rates (TAR) vs. false positive rates (FAR) are presented. For identification, the true positive identification rate (TPIR) vs. false positive identification rate (FPIR) and the Rank-1 accuracy are reported.

![Graph 1](image1.png)

The performance of PIFR($\ell_2$) slightly exceeds PIFR($\ell_1$), indicating that the collaborative representation is better for set feature reconstructions. A possible reason is that SRC usually assigns the coefficient strictly to 0 (see Fig. 5), which is similar to hard rather than soft attention [58].

The PIFR($\ell_2$)$\times 2$ represents the symmetric dictionary learning which reconstructs $\mathbf{y}_m$ using $\{\mathbf{y}_1, \cdots, \mathbf{y}_M\}$, and reconstructs $\mathbf{y}_m^L$ using $\{\mathbf{x}_1^L, \cdots, \mathbf{x}_N^L\}$ simultaneously. However, the doubled complexity does not lead to improved performance. Although the GoogleNet and ResNet50 are designed in different structures and trained on different datasets, PIFR can be applied on top of either of them.

Then PIFR’s sensitivity to the level of feature extraction and the number of RSA blocks is analyzed in Fig. 7.

Unconstrained video-based face recognition

The Celebrity-1000 dataset is a video-based unconstrained face identification dataset, but used as a typical set-based benchmark. It contains 2.4M frames from 159,726 videos of 1,000 subjects. We follow the protocol in [61, 25] and report the performances in Table 4x5 and Fig. 8.
at all measurements. More appealingly, the use of ResNet50 can further enhance our framework and achieve the state-of-the-art results with more than 4% improvement over [25].

We did not manage to get competitive results using original non-local [52] in our RSA. We note that non-local is also first introduced to set-based recognition in this paper, and can be regarded as a baseline. For ablation study, in RSAw/oΔ, we excise Δ in Eq. (2). \(x_{\Delta}^{f-1}\) refers to using \(x_{\Delta}^{n} \) as residue term instead of the difference in Eq. (2). Their inferior performance demonstrates the effectiveness of our choices. (Ψk)\(^L\), denotes using embedded Gaussian pair-wise affinity for every RSA blocks, which has similar performance but takes more than 2x training time.

**Person re-identification**

To verify the effectiveness of PIFR on full body images, we carry out additional experiments on the iLIDS-VID [50] benchmark which was created at an airport arrival hall under a multi-camera CCTV network, and contains 300 people in total. Its image sequences (rangings from 23 to 192 images) were accompanied by clothing similarities among people, lighting and viewpoint variations, cluttered background and occlusions. We follow the evaluation protocol from [22] for 10-fold cross evaluation. We sample the frames with a stride of 5, and the remaining frames, in the end, are simply discarded. Notice that since the data pre-processing, training setting and network structure vary in different state-of-the-art methods, we only list recent best-performing methods in the tables just for reference. For Re-ID, the widely used Cumulative Match Curve (CMC) is adopted.

We use the same IFE as in [22], and set \(L = 5\). The PIFR with ResNet50 backbone is comparable to the TCP which is based on more powerful ResNet101 and extra training data. Benefiting from the more efficient inner-set complementary/diversity exploring and additional inter-set correlation module, PIFR achieves 82.5% rank-1 accuracy dispense with the optical flow information (see Table 6). It outperforms the STAN and TCP by 2.3% and 10.8% respectively, and 2x faster than STAN w.r.t. training.

**5. Conclusions**

We present a novel permutation-invariant feature restructuring framework (PIFR) for set-based representation and similarity measurement. Both the RSA and DFA module inherit the restructuring idea (in a parametric/non-parametric manner) to take into account the inner/inter-set correlations respectively. It can emphasize the discriminative images, reduces the redundancy, adaptively aligns the probe-gallery set and is scalable to open-set identification. The proposed alternative optimization can be a unified way to train the deep learning and dictionary learning jointly. The PIFR can be a general framework for the task with variable number of order-less samples. We plan to apply it to vehicle re-id, action recognition, relation reasoning etc., in the future.
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