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Abstract

This paper presents a new model, Semantics-enhanced Generative Adversarial Network (SEGAN), for fine-grained text-to-image generation. We introduce two modules, a Semantic Consistency Module (SCM) and an Attention Competition Module (ACM), to our SEGAN. The SCM incorporates image-level semantic consistency into the training of the Generative Adversarial Network (GAN), and can diversify the generated images and improve their structural coherence. A Siamese network and two types of semantic similarities are designed to map the synthesized image and the groundtruth image to nearby points in the latent semantic feature space. The ACM constructs adaptive attention weights to differentiate keywords from unimportant words, and improves the stability and accuracy of SEGAN. Extensive experiments demonstrate that our SEGAN significantly outperforms existing state-of-the-art methods in generating photo-realistic images. All source codes and models will be released for comparative study.

1. Introduction

Synthesizing photographic images from text description has tremendous applications such as photo editing and computer-aided design. However, it remains as a challenging vision problem. Recently, based on Generative Adversarial Networks (GANs) [6], many effective approaches [28, 42, 9, 44, 40, 16] have been developed and achieved promising results. One issue that hinders the synthesis of realistic images with good resolutions is the big arbitrariness of the image contents to generate from limited text semantics. Most existing text-to-image synthesis approaches condition the training of content generation only using semantic information from textual data. However, from these limited words, it is sometimes difficult for a generator to learn rich-enough contents to form realistic images. The generated images, hence, are often prone to semantic structure ambiguity and class information confusion.

The training of image synthesizer is usually performed on data with both descriptive texts and corresponding groundtruth images. We believe these groundtruth images provide highly valuable content semantics to help train the image synthesizer. Therefore, our basic idea is to train an image synthesizer using both text semantics and image contents. We expect images generated by such a synthesizer would contain more structured context information and be more vivid.

In addition, many existing text-to-image synthesizers create contents based on the global sentence feature, which may miss important fine-grained information at the word level and impact the quality of synthesized images. Recently, AttnGAN [40] incorporate word-level and sentence-level attention mechanism to produce fine-grained image generation. However, in the word-level attention mechanism of AttnGAN [40], attention is paid to every word in the sentence. Our second technical development in this paper is to generate adaptive attention mechanism so that important words will gain plenty attention and unimportant words can be ignored. This could improve the description ability of detail to SEGAN, and further improve the stability and accuracy of the trained synthesizer.

Based on the above observations, we specifically design two new modules in our image synthesis GAN. The first module is the Semantic Consistency Module (SCM), in which we propose a Siamese network (SiaNet) to pull a synthesized image $I_a'$ towards its corresponding groundtruth image $I_a$, and pushes the image of $I_b'$ away from another image $I_b$ that is associated with a different text description. SCM improves the semantic consistency by mapping the synthesized image and its corresponding groundtruth to nearby points on the output manifold in the latent semantic feature space. Furthermore, we observe the training of SCM involves both easy and difficult samples. We further revise the Contrastive Loss of SiaNets according to difficulty of samples to tackle this imbalance. The second module is the Attention Competition Module (ACM), which constructs attention weight for key words and suppresses the influence of unimportant words. We achieve this through an attention regularization term in the training of ACM.
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The main contributions of this paper are as follows: (i) We propose a new Semantics-enhanced Generative Adversarial Network (SEGAN) for text to image generation. Its effectiveness is supported by two novel components: a Semantic Consistency Module (SCM) and an Attention Competition Module (ACM). (ii) We design a new Sliding Loss to replace the commonly adopted Contrastive Loss, so that easy and difficult data samples can be handled with better balance in SCM. (iii) We validate our proposed method on two datasets: CUB birds [38] and large-scale MSCOCO [20]. Extensive experiments demonstrate that our algorithm clearly outperforms the existing state-of-the-art.

2. Related Work

Generating photo-realistic images from text descriptions is a fundamental but challenging problem in computer vision. Recently, significant progress has been made in this research. Various approaches, such as variational inference [7, 24], approximate Langevin process [29], conditional PixelCNN via maximal likelihood estimation [29, 26], and conditional generative adversarial networks (GANs) [30, 28, 42, 9], have been developed to tackle this problem. Among all these approaches, GAN-based algorithms have produced the state-of-the-art results.

Semantic Consistency. Recent GAN-based text-to-image synthesis [28, 42, 9, 44, 40, 16, 10] design the generative procedure only using semantics from the input text. Such textual description, as discussion in Section 1, is prone to semantic structure ambiguity and class information confusion. On the other hand, structural and spatial information from realistic groundtruth images that match with the given texts may provide abundant valuable extra information to better guide the image synthesis.

In several other computer vision tasks, such as unsupervised domain person Re-identification [3, 39, 46] and image-to-image style transfer (CycleGAN) [15], such guidance from groundtruth images has been demonstrated effective in enhancing structural coherence of synthesized images. For example, CycleGAN [15] introduces the perceptual consistency to improve quality of semantic structure for translated image. Based on CycleGAN [15], SPGAN [3] introduces semantic similarity between translated image and its counterpart in the source dataset to better preserve person ID label and produce cross-domain person re-identification. Inspired by SPGAN [3], we believe introducing image-level semantic consistency into text-to-image synthesis could also desirably enrich the semantic structure information in synthesized images.

Visual attention mechanism. Earlier GAN-based text-to-image synthesis algorithms such as [28, 42, 9, 44] use the whole-sentence features, which sometimes overlook important fine-grained information at the word level and result in lower-quality synthesized images. Recently, AttnGAN [40] introduces a combined sentence-level and word-level visual attention mechanism for text-to-image synthesis, and by paying attentions to the relevant words in the text description, it enhances the synthesis of fine-grained details at different image regions. Based on AttnGAN [40], objGAN [18] proposes a object-driven attention mechanism to further improve the detail synthesis, and produces finer images. However, obj-GAN [18] requires the training images to contain bounding box and shape information of each interested object. But generating such labels are non-trivial: it is time consuming and expensive when dealing with large image datasets. This limits its scalability and usability in synthesizing images from more general text description. A limitation of both AttnGAN [40] and obj-GAN [18] is that their attention weight is defined for every word, even an unimportant one, from the sentence. This unnecessary focus
could impact the stability and quality of the trained generative model (See Figure 3 for example). Intuitively, only focusing on keywords could benefit the efficiency, accuracy, and stability of the generator’s training.

In other computer vision tasks, such as person search [35], person Re-identification [17, 2], object tracking [11, 45] and Image Captioning [41, 22], visual attention mechanism been studied. GLIA [1] extracts noun phrases by chunking, and then considers local association based upon the implicit correspondences between image regions and noun phrases for person Re-ID. [34] employs a diversity regularization term in the attention mechanism to ensure multiple models do not discover the same body part in the task of video person re-identification. Inspired by [34], based on the word-level fine-grained attention Module in [40], we employ an attention regularization term into the attention mechanism to improve the quality of semantic attention from key words and try to supress the attention weight from non-key words.

3. Semantics-enhanced Generative Adversarial Network

We illustrate the design of our Semantics-enhanced Generative Adversarial Network (SEGAN) architecture in Figure 1. Our SEGAN has four main components: text and image encoders, Attention Generative Network (AGN), a Semantic Consistency Module (SCM), and an Attention Competition Module (ACM). The two encoders prepare text features and image features for the ACM and AGN. The ACM includes a new attention regularization term and DAMSM loss [40] to filter out unimportant words. The DAMSM [40] is to measure the matching degree between images and text descriptions, which makes generated images better conditioned on text descriptions.

Proposed Attention Regularization Term. Firstly, we define an image-text similarity matrix \( S(i,j) = e^T_v v \in \mathbb{R}^{T \times 289} \) to encode the dot-product similarity between the \( i \)th word in the sentence and \( j \)th sub-region in the image. This \( S \) is normalized to \( \hat{S} = \left( \hat{s}_{i,j} \right) = \frac{\exp(s_{i,j})}{\sum_{k=1}^{T} \exp(s_{i,k})} \), and then normalized to \( R = (r_{i,j}) = \frac{\exp(s_{i,j})}{\sum_{k=1}^{289} \exp(s_{i,k})} \).

Secondly, in AttnGAN [40], attention is paid to every word in the sentence. But unnecessary emphasis on non-visual words such as “is”, “the”, and “has” could negatively impact the stability and quality of the generative model (See Figure 3 for example). Our observation is that only focusing on visual keywords could benefit the efficiency, accuracy, and stability of the generator’s training. Inspired by the attention regularization employed in recent text embedding networks [21, 34], we propose a new attention regularization term to construct attention weights of words through finding “survival of the fittest”. Specifically, we define

\[
L_c = \sum_{i,j} \left( \min(r_{i,j}, \alpha) \right)^2 ,
\]

where the subscript “c” stands for “competition”, and \( \alpha > 0 \) is a threshold. In the training process, visually important words are those whose attention weights with respect to certain image’s subregions exceed the \( \alpha \). With \( L_c \), the Cross-modal Similarity Matching Loss \( L_W \) and \( L_S \) will push the
attention weights of \textit{visually important words} to exceed the threshold $\alpha$. And their attention weights will be preserved. In contrast, \textit{visually unimportant words} are those whose attention weights with respect to all the image’s subregions are lower than $\alpha$. Their attention weights will decrease and move towards 0. Thus, these words will be suppressed. More analysis refer to Section 3 in supplementary material.

Finally, the combined loss in ACM is formulated as

$$L_{ACM} = L_{DAMSM} + \lambda_1 L_c.$$  \hspace{1cm} (2)

Through experiments on a hold-out validation set, we set the hyperparameter $\lambda_1 = 2$ in this subsection.

3.3. Attention Generative Network [40]

We adopt the Attention Generative Network (AGN) in [40] as our basic generator, due to its good performance in generating realistic images. Thus, we revisit the AGN in this subsection. As shown in Figure 1, firstly text-encoder pretrained by ACM provides \textit{visually important keyword-s} for the Attention Generative Network(AGN). Then AGN synthesizes different subregions of the image following their most relevant words.

The AGN has $\Omega$ generators ($G_1, G_2, \ldots, G_\Omega$), which take the hidden states $(h_1, h_2, \ldots, h_\Omega)$ as input and generate images of small-to-large scales ($\hat{I}_1, \hat{I}_2, \ldots, \hat{I}_\Omega$):

$$h_1 = F_1(z, F_{ca}(\hat{e}));$$
$$h_i = F_i(h_{i-1}, F^{\text{att}}_{i}(e, h_{i-1})), \text{ for } i = 1, 2, \ldots, \Omega;$$
$$\hat{I}_i = G_i(h_i).$$  \hspace{1cm} (3)

Here, $z \sim N(0, 1)$. $F_{ca}$ is a conditioning augmentation module [42] that converts a sentence feature $\hat{e}$ to a conditioning feature for the generator. $F_{ca}, F^{\text{att}}, F_{i}$, and $G_i$ are modeled as neural networks. $F^{\text{att}}_i$ represents the $i$th stage key attentional model.

The attention model $F^{\text{att}}_i(e, h)$ has two inputs: the word features $e \in \mathbb{R}^{D \times T}$ from pretrained text encoder and the image features from the previous hidden layer $h \in \mathbb{R}^{D \times N}$. Firstly, the word features are mapped to the same latent semantic space as the feature images, i.e., $e' = Ue$, where $U \in \mathbb{R}^{D \times D}$ is corresponding to a perceptual layer. Each column of $h_i$ (hidden features) is a feature vector of an image subregion. Then, for the $j$th sub-region, its \textit{dynamic representation} of word vectors w.r.t. $h_j$ is

$$q_j = \sum_{i=1}^{T} \theta_{j,i} e'_i, \text{ where } \theta_{j,i} = \frac{\exp(S^{\text{att}}_{j,i})}{\sum_{k=1}^{T} \exp(S^{\text{att}}_{j,k})}.  \hspace{1cm} (4)$$

Here $S^{\text{att}}_{j,i} = h'^T_{j,i} e'_i$, and $\theta_{j,i}$ indicates the weight the model assigned to the $i$th word when generating the $j$th sub-region of the image. With the text encoder pretrain by the ACM, attention weights on unimportant words in $\theta$ are lower than visually important words. Then, \textit{text-vision matrix} for image feature set $h$ is denoted by $F^{\text{att}}(e, h) = (q_1, q_2, \ldots, q_N) \in \mathbb{R}^{D \times N}$, which provides key-word information for next stage. Finally, image features $h$ and corresponding text-vision features are combined to generate images at next stage.

3.4. Semantic Consistency Module

As discussed in Section 1, we want to align image ID information and semantic information of our synthesized image with the groundtruth image during training.

\textbf{Contrastive Loss}. Given a synthesized image $I_a$, its corresponding groundtruth image $I_a$, and another random image $I_b$ described by a different sentence, suppose their \textit{normalized} feature vectors are $\varphi(I_a)$, $\varphi(I_a')$, and $\varphi(I_b)$, respectively. As shown in Figure 2, we use a Siamese Network (SiaNet) to push a positive pair, $\varphi(I_a)$ and $\varphi(I_a')$, towards each other, and pull a negative pair, $\varphi(I_a)$ and $\varphi(I_b)$, away from each other. This SiaNet can be trained using a Contrastive Loss [8]. At the $i$th stage of the SEGAN,

$$L_{\text{con}_i} = \left\{ \begin{array}{ll} d(\varphi(I_a), \varphi(I_a'))^2 & \text{(positive pair)} \\ \max(0, m_i - d(\varphi(I_a), \varphi(I_b))) & \text{(negative pair)} \end{array} \right.$$  \hspace{1cm} (5)
where \( m_i > 0 \) is separability margin and \( d(x, y) \) gives the Euclidean distance between \( x \) and \( y \).

**Sliding Loss.** In the SiaNet training process, sample pairs are easy to differentiate but some are hard. In many computer vision tasks [23, 19, 4], effectively balancing easy versus hard samples is important to the training quality. Inspired by the Focal Loss [19], in the aforementioned Contrastive Loss function, we further add two modulating factors, \( \left( \frac{d}{1 + d} \right)^\gamma \) and \( (1 - \frac{d}{1 + d})^\gamma \), to positive and negative pairs, respectively, and call this a Sliding Loss (SL):

\[
L_{SL_i} = \begin{cases} 
    (\frac{d}{1 + d})^\gamma d^2 & \text{(positive pair)} \\
    (1 - \frac{d}{1 + d})^\gamma \max^2(0, m_i - d) & \text{(negative pair)}
\end{cases}
\]

Here \( \gamma \geq 0 \) is a tunable sliding parameter. When \( \gamma = 0 \), the Sliding Loss becomes the Contrastive Loss. The two modulating factors \( (\frac{d}{1 + d})^\gamma \) and \( (1 - \frac{d}{1 + d})^\gamma \) could adaptively adjust the weights of positive and negative sample pairs. Taking a positive sample as an example, when \( \gamma > 0 \), the bigger \( d \) is, the greater the punishment weight \( (\frac{d}{1 + d})^\gamma \) is, and vice versa. Therefore, setting \( \gamma > 0 \) reduces the relative loss for well-trained pairs, and we focus more on hard sample pairs. With an increasing \( \gamma \), the effect of the modulating factor increases too. We found \( \gamma = 1/2 \) works best in our experiments.

### 3.5. Generative and Discriminative Loss

Combining the above modules together, at the \( i \)th stage of the SEGAN, the Generative loss \( L_{G_i} \) and Discriminative loss \( L_{D_i} \) are defined as

\[
L_{G_i} = \frac{1}{2} E_{I_i \sim p_{G_i}} [\log D_i(I_i)] - \frac{1}{2} E_{I_i \sim p_{G_i}} [\log D_i(\hat{I}_i, \bar{I}_i)], \quad (7)
\]

where the unconditional loss is trained to generate images towards the true data distribution to fool the discriminator, and the conditional loss is trained to generate samples to match text descriptions.

The discriminator \( D_i \) is trained to classify the input into the class of real or fake images by minimizing the cross-entropy loss

\[
L_{D_i} = \frac{1}{2} E_{I_i \sim p_{data_i}} [\log D_i(I_i)] - \frac{1}{2} E_{I_i \sim p_{G_i}} [\log (1 - D_i(I_i))] + \\
\frac{1}{2} E_{\hat{I}_i \sim p_{data_i}} [\log D_i(\hat{I}_i, \bar{I}_i)] - \frac{1}{2} E_{\hat{I}_i \sim p_{G_i}} [\log (1 - D_i(\hat{I}_i, \bar{I}_i))]. \quad (8)
\]

where \( I_i \) is from the realistic image distribution \( p_{data} \) at the \( i \)th scale, and \( \hat{I}_i \) is from distribution \( p_{G_i} \) of the generative images at the same scale.

To generate realistic images, the final objective function of the generative network and discriminative network are defined as

\[
L_{G^*} = L_G + \lambda_2 L_{ACM} + L_{SL}, \quad L_{D^*} = \sum_{i=1}^{\Omega} L_{D_i}. \quad (9)
\]

Here, \( L_G = \sum_{i=1}^{\Omega} L_{G_i}, L_{SL} = \sum_{i=1}^{\Omega} \eta_i L_{SL_i} \). In our current implementation, SEGAN has three stage generators (\( \Omega = 3 \)). And \( \lambda_2 = 100 \) is to balance these terms of Eq. 9. In \( L_{SL} \), \( \eta_1 = 1, \eta_2 = 5 \) and \( \eta_3 = 10 \). And through experiments on a hold-out validation set, we set the hyperparameters \( m_1 = 1, m_2 = 2, \) and \( m_3 = 3 \) in this paper.

### 4. Experimental Results

We perform extensive experiments to evaluate the proposed SEGAN. Firstly, we discuss the effectiveness of each new module introduced in SEGAN: ACM and SCM. Then, we compare our SEGAN with other state-of-the-art GAN models [28, 30, 25, 42, 9, 13, 44, 43, 13, 40, 14, 18, 27].

**Datasets.** Two widely used datasets are used. The CUB dataset [38] contains 11,788 bird images belonging to 200 categories, and 10 visual description sentences for each image. We pre-process and split the images following the same pipeline in [28, 42]. The COCO dataset [20] contains 80k training images and 40k test images, and each image has 5 text annotations.

**Evaluation.** We use the Inception score [32], Fréchet Inception Distance (FID) [12] and Visual-semantic similarity in [44, 5] as the quantitative evaluation measures. Synthesized images are also visually compared for qualitative evaluation.

Inception score [32] is a measure for both objectiveness and diversity of generated images. The FID computes the Frechet distance between synthetic and real-world images based on the extracted features from a pre-trained Inception-V3 network [36]. A lower FID implies a closer distance between generated image distribution and real-world image distribution.

The aforementioned metrics are widely used for evaluating standard GANs. However, they can not measure the semantic consistency between synthesized image and corresponding text description. Thus, the same as [44], we also use Visual-semantic similarity as our third evaluation metric. We use the trained model in [5] to evaluate the semantic consistency, and select the Rank-1 as our evaluation score.

**Network Settings.** We use SiaNets with Sliding Loss (SL) or Contrastive Loss (CL) on each stage of SEGAN. Because AttnGAN and other state-of-the-art methods could synthesize high-resolution images, thus, all synthesized images discussed in this paper are \( 256 \times 256 \). Our baseline model is AttnGAN [40] due to its excellent performance.

**Training Details.** In SEGAN, the generator and the discriminative losses of the proposed SEGAN follow those in [40] due to its excellent performance. The text encoder and...
inception model for visual features used in visual-semantic embedding are pretrained by [40] and fixed during the end-to-end training. The network parameters of the generator and discriminator are initialized randomly.

4.1. Ablation Study

Table 1. Inception scores produced by combining different components of the SEGAN. The final SEGAN=baseline+AC+SL.

<table>
<thead>
<tr>
<th>Method</th>
<th>CUB</th>
<th>COCO</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline [40]</td>
<td>4.31 ± 0.02</td>
<td>25.56 ± 0.19</td>
</tr>
<tr>
<td>baseline+AC, α = 0.005</td>
<td>4.61 ± 0.04</td>
<td>26.83 ± 0.33</td>
</tr>
<tr>
<td>baseline+CL</td>
<td>4.44 ± 0.03</td>
<td>-</td>
</tr>
<tr>
<td>baseline+SL, γ = 1/2</td>
<td>4.58 ± 0.03</td>
<td>27.13 ± 0.26</td>
</tr>
<tr>
<td>SEGAN, γ = 1/2, α = 0.005</td>
<td>4.67 ± 0.04</td>
<td>27.86 ± 0.31</td>
</tr>
</tbody>
</table>

Effectiveness of New Modules. We evaluate the effectiveness of two new components, ACM and SCM, and document the results in Table 1. (1) We introduce the SiaNet-s with Contrastive Loss (baseline + CL) into the baseline model, which leads to 3.0% improvement of Inception score on the baseline on CUB test dataset. (2) Replacing the Contrastive Loss by Sliding Loss (baseline + SL) further leads to 6.3% and 6.1% improvement of Inception score, on CUB and COCO test datasets, respectively. (3) If we introduce ACM into the baseline (baseline + AC), we obtain 7.0% and 5.0% improvement over the baseline in Inception scores on CUB and COCO datasets. (4) When adding both ACM and SCM into baseline, we get the SEGAN and it leads to 8.4% and 9.0% improvement over baseline in Inception scores on CUB and COCO test datasets. This shows that both components contribute to the SEGAN’s performance improvement. The Inception scores of SEGAN are 4.67 on CUB and 27.86 on COCO test dataset.

Table 2. Results on CUB testing Data from Different Hyperparameters γ in Sliding Loss (SL).

<table>
<thead>
<tr>
<th>Method</th>
<th>Inception Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline [40]</td>
<td>4.31 ± 0.02</td>
</tr>
<tr>
<td>baseline+SL (γ = 0)</td>
<td>4.44 ± 0.03</td>
</tr>
<tr>
<td>baseline+SL (γ = 1/5)</td>
<td>4.47 ± 0.02</td>
</tr>
<tr>
<td>baseline+SL (γ = 1/3)</td>
<td>4.51 ± 0.04</td>
</tr>
<tr>
<td>baseline+SL (γ = 1/2)</td>
<td>4.58 ± 0.03</td>
</tr>
<tr>
<td>baseline+SL (γ = 1)</td>
<td>4.41 ± 0.01</td>
</tr>
<tr>
<td>baseline+SL (γ = 2)</td>
<td>4.41 ± 0.02</td>
</tr>
</tbody>
</table>

Semantic Consistency Module. We first discuss the effect of parameter γ in Sliding Loss (SL) to the Inception score, then show some results produced through the SCM module.

The hyperparameter γ in the Sliding Loss (LS) controls the strength of the weight term in Eq. 6. When γ = 0, Sliding Loss degenerates to the Contrastive Loss. Setting γ > 0 reduces the relative loss for easy examples, putting more focus on hard examples, which is beneficial to the training of SCM model. To find the suitable γ, we perform through experiments to evaluate the SCM’s performance under different γ values. As shown in Table 2, when γ ∈ (0, 1/2), baseline+SL has better performance than baseline+SL (γ = 0), the Inception score of baseline+SL (γ = 1/2) reaches 4.58, significantly better than γ = 0. When γ is too big, the performance decreases. With bigger and bigger γ, the weights of most sample pairs become lower and lower. If we do not adjust the weight of LS in Eq. 9, a very big γ makes the weights of most sample pairs to be much lower than 1, which is not conducive to the training of SCM model. In summary, while baseline+SL is usually better than baseline model in Inception scores, we find γ = 1/2 works the best.

Visualization results are shown in second row (AttnGAN+SCM) of Figure 4. Compared with AttnGAN (baseline), images synthesized by AttnGAN+SCM contain more semantic structural information and is more realistic.

Attention Competition Module. For ACM, firstly we discuss the effect of hyperparameter α in Eq. 1, and its selection for SEGAN. Secondly, we demonstrate that attention weights of non-key words could be suppressed by ACM.

We document the overall Inception scores under different α values. As shown in Table 3, we found α = 0.005 works best in our experiments. With α = 0.005, the Inception score of SEGAN obtains 4.61 which is much higher than baseline model (4.31). When α = 1, attention regularization term (Eq. 1) is equivalent to LC = ||R||2c, which means that attention weight of all words in sentence should be suppressed. In this case, the Inception score of baseline + AC drops to 4.25.

Figure 3 visualizes the attention weight maps on synthesized images. For sub-regions whose semantic meaning are expressed in the description text description, the attentions are allocated to their most relevant words (bright regions in Figure 3). AttnGAN pays attention on all the words including unimportant ones. But such kind of attention may result in strange synthesized subparts (the left example) or chaotic structures (the right example). In contrast, AttnGAN + ACM could better focus on visually important words and synthesize higher-quality images.

Table 3. Discussion of hyperparameter α in ACM on CUB dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Inception Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline [40]</td>
<td>4.31 ± 0.02</td>
</tr>
<tr>
<td>baseline+AC (α = 0.001)</td>
<td>4.41 ± 0.03</td>
</tr>
<tr>
<td>baseline+AC (α = 0.003)</td>
<td>4.53 ± 0.03</td>
</tr>
<tr>
<td>baseline+AC (α = 0.005)</td>
<td>4.61 ± 0.02</td>
</tr>
<tr>
<td>baseline+AC (α = 0.008)</td>
<td>4.55 ± 0.01</td>
</tr>
<tr>
<td>baseline+AC (α = 0.05)</td>
<td>4.51 ± 0.02</td>
</tr>
<tr>
<td>baseline+AC (α = 0.5)</td>
<td>4.46 ± 0.01</td>
</tr>
<tr>
<td>baseline+AC (α = 1)</td>
<td>4.25 ± 0.01</td>
</tr>
</tbody>
</table>
AttnGAN+ACM

AttnGAN

This is a red bird. Key words: red bird Non-key words: this is a

This bird is red. Key words: red bird Non-key words: this is

Figure 3. Word-level Attention Weight Maps generated from AttnGAN (first row) and our AttnGAN + ACM (second row).

Figure 4 are from the CUB test dataset. Images synthesized by AttnGAN are prone to semantic structure ambiguity. In contrast, images synthesized by SEGAN contain more semantic classification details and structured information. Besides using the testing sentences from the benchmark for evaluation, we also compose new descriptive sentences with the same meaning to test the stability and generalizability of different synthesizers. The sentences in blue on the right three columns in Figure 4 are such composed sentences. We can see that our SEGAN still synthesize realistic and accurate images. Descriptions in Figure 5 are from the COCO dataset. They describe much more complex scenarios. All recent synthesizers cannot properly handle this dataset. Some SEGAN generated images are illustrated. While they are still far away from perfect, they contain reasonable subparts. To sum up, Figure 4 and Figure 5 further demonstrate the generalization ability of the SEGAN. More synthesized images on CUB and COCO datasets are given in Section B of supplementary material.

Figure 5. Images of 256 × 256 Resolution Generated by SEGAN using Texts from COCO testing dataset [20].
This is a yellow bird which is small with a tiny beak. This is red with white and a very short beak. This bird has wings that are green and has a red belly. This bird is yellow with black on its head and has a very short beak. This is a blue bird with a white throat, breast, belly and abdomen and a small black pointed beak.

<table>
<thead>
<tr>
<th>SEGAN</th>
<th>AttnGAN</th>
<th>AttnGAN+SCM</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 4. Images of 256 x 256 resolution are generated by our SEGAN and AttnGAN [40] conditioned on text descriptions. Texts in the left five columns are from CUB [38] test datasets. Texts in the right three columns are composed by us to test the generators’ stability and generalizability.

4.2. Comparison with state-of-the-art GAN models

We compare our SEGAN with state-of-the-art GAN models for text-to-image synthesis on CUB and COCO test datasets. Table 4 lists all the Inception scores. Our AttnGAN achieves 4.67, which is 8.4% higher than AttnGAN on the CUB test dataset. On the COCO test dataset, the SEGAN achieves 27.86 Inception score, 9.0% better than AttnGAN. Besides, combining baseline with each module, baseline+AC and baseline+SL, which also could have better performance than most state-of-the-art GAN models in Inception score. In Table 4, obj-GAN [18] is better than our SEGAN in Inception score. However, they require additional information, including the interested object’s bouding box and shape, for training synthesizing. This additional information, although available in the COCO dataset, is often unavailable for other datasets such as CUB. Hence, ObjGAN cannot produce images on the CUB dataset. In general, producing such information on new database to train the generator is expensive. This limits its scalability and usability in more general text and image datasets.

In Table 5, we compare the performance between AttnGAN and our SEGAN with respect to FID on the CUB and MS-COCO datasets. Our SEGAN decreases the FID from 22.504 to 18.167 on the CUB dataset and from 34.398 to 32.276 on the COCO dataset. It demonstrates that SEGAN can learn a better data distribution.

In order to demonstrate that our SEGAN has better performance on semantic consistency between synthesized image and corresponding text description. The results of Visual-Semantic Similarity evaluation (Text-to-Image Retrieval) are shown in Table 6. We use the Rank-1 score to evaluate the performance of our SEGAN and AttnGAN. The scores of the groundtruth image-text pair are also shown for reference. On CUB dataset, our SEGAN achieves the Rank-1 30.2%, which significantly outperforms AttnGAN 27.9%. On MS-COCO dataset, our SEGAN achieves the Rank-1 8.9%, which also significantly outperforms AttnGAN 7.1%. These results demonstrate that SEGAN can better capture the visual semantic information from textual data in generated images.

5. Conclusions

We present a novel model, Semantics-enhanced Generative Adversarial Network (SEGAN), to tackle the problem of generating images from text descriptions. We develop two novel components for SEGAN, the Attention Competition Module (ACM) and Semantic Consistency Module (SCM). Extensive visual experimental results demonstrate that SEGAN outperforms recent state-of-the-art approaches in text-to-image synthesis. In the future, we will explore the adding of object sketch constraint and style constraint to GAN model and explore their, to further improve the quality of synthesized images.
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