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Abstract

We propose an Adaptive Weighted Spatiotemporal Distil-

lation (AWSD) technique for video representation by encod-

ing the appearance and dynamics of the videos into a single

RGB image map. This is obtained by adaptively dividing

the videos into small segments and comparing two consecu-

tive segments. This allows using pre-trained models on still

images for video classification while successfully capturing

the spatiotemporal variations in the videos. The adaptive

segment selection enables effective encoding of the essen-

tial discriminative information of untrimmed videos. Based

on Gaussian Scale Mixture, we compute the weights by ex-

tracting the mutual information between two consecutive

segments. Unlike pooling-based methods, our AWSD gives

more importance to the frames that characterize actions or

events thanks to its adaptive segment length selection. We

conducted extensive experimental analysis to evaluate the

effectiveness of our proposed method and compared our re-

sults against those of recent state-of-the-art methods on four

benchmark datatsets, including UCF101, HMDB51, Activ-

ityNet v1.3, and Maryland. The obtained results on these

benchmark datatsets showed that our method significantly

outperforms earlier works and sets the new state-of-the-art

performance in video classification. Code is available at the

project webpage: https://mohammadt68.github.

io/AWSD/

1. Introduction

Video understanding is a challenging task especially for

untrimmed videos, where several events happen during one

video. In this annals, the preliminary works treated videos

as either sequence of still images or volumetric objects,

and applied handcrafted local descriptors on a stack of im-

ages [33, 38, 32]. With the advent of representation learn-

ing and wave of deep neural networks in image understand-

ing tasks, e.g. image classification [16], object, scene, and

face recognition [41, 9, 26], video understanding with neu-

ral networks has been receiving a plethora of attention in

recent years [23, 29, 15, 13].

Most of the existing deep models extend convolutional or

Figure 1: A visualization of Adaptive Weighted Spa-

tiotemporal Distillation (AWSD) applied on RGB frames of

videos. Our AWSD captures the appearance and dynamic

information of videos and encodes them into one image,

which can be used as the input of deep models pre-trained

on still images.

recurrent neural networks to learn representations on short

interval of videos [23, 29]. This strategy limits the appli-

cation of such models for capturing dynamics of the video

because they capture information of a short interval that can

lead to loss of critical statistics. Scaling an image-based

convolutional neural network (CNN) for videos often adds

another dimension of complexity as the number of param-

eters grows significantly. Note withstanding, training such

an architecture requires large volume of training data and

computational resources.

Recently, to circumvent the deficiencies caused by pro-

cessing video on short intervals and/or avoid scaling deep

neural networks for temporal processing, a wave of methods

has started proposing learning an intermediate representa-

tion instead of a video volume prior to using a neural net-

work for obtaining a final neural representation of a video,

e.g. [2, 37, 35]. A caveat to such approaches is the require-

ment for learning the intermediate representation, which ad-

versely affects their generalization and efficient handling of

untrimmed videos.

We propose Adaptive Weighted Spatiotemporal Distilla-

tion (AWSD) for video representation. In contrast to exist-

ing approaches, our proposed model is free from learning

the intermediate representations and can handle untrimmed

videos effectively. The intermediate representation is di-
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rectly inferred from the video statistics. AWSD relies on

the underlying statistical information of videos to obtain an

image map that can be used as input to image-based CNNs.

Figure 1 illustrates the visualization of encoded still images

using AWSD. The proposed method encodes the statistical

information of a video into an image map and successfully

handles untrimmed videos.

In a nutshell, our proposed AWSD method offers sev-

eral benefits: (1) it encodes dynamics and appearance of

a video of arbitrary length into a single image map us-

ing statistical information of the video, (2) it does not re-

quire any training process. In consequence, it is compu-

tationally efficient and generalizes to other sequence type

easily, (3) the adaptive nature of the method enables it to

handle the untrimmed videos effectively. To demonstrate

these properties, we extensively conduct experiments on

four benchmark video datasets including, UCF101 [24],

HMDB51 [17], and ActivityNet v1.3 [3] for action classi-

fication, and Maryland [22] for dynamic scene classifica-

tion. The results of our experiments show that our proposed

AWSD is applicable to different video understanding tasks.

2. Related Work

In the early days, videos were treated as a sequence of

still images or as a smooth evolution of consecutive frames.

By considering a video as a stack of still frames, several

spatiotemporal feature extraction methods have been pro-

posed [33, 38, 32]. These methods define a local spatiotem-

poral neighborhood around each point of interest and a his-

togram descriptor is extracted to capture the spatial and

temporal information. Then, some aggregation approaches

generate holistic representation from the local descriptors.

Although such handcrafted features are effective for video

representation, they lose discriminative capacity in the pres-

ence of camera motion and some other variations.

Recently, Convolutional Neural Networks (CNNs) have

been employed for video understanding tasks. To capture

the appearance and dynamics of the video, CNNs have been

extended to temporal domain by adding another dimension.

Tran et al. [29] studied 3D CNN [15] on realistic (captured

in the wild) and large-scale video databases. Their C3D

model learns both the spatial and temporal information in a

short segment of the video using 3D convolution operations.

Carreira et al. [5] proposed a two-stream inflated 3D CNN

(I3D) by converting vanilla Inception-V1 architecture to a

3D model. They replaced 2D kernels of Inception-V1 [14]

to 3D kernel in which the model can use the knowledge of

pre-trained 2D model on ImageNet database [21]. Qiu et

al. [20] developed a Pseudo-3D Residual Network by ap-

plying a spatiotemporal factorization on a residual learn-

ing module. Diba et al. [6] embedded a temporal transi-

tion layer in the DenseNet [12] architecture and replaced 2D

convolutional filters and pooling layers with their 3D coun-

terparts. In spite the fact that 3D CNN-based architectures

perform reasonably well in capturing spatiotemporal infor-

mation, they usually need a lot of training data to achieve a

good representation of the video due to their huge number

of parameters.

The aforementioned methods only capture local spa-

tiotemporal information within a small time window.

Hence, they are not capable of capturing long-range dynam-

ics. Recently, Wang et al. [37] proposed a temporal segment

network to model long-range temporal structure of actions

within a video. The authors randomly selected snippets of

the video and extracted optical flow and RGB differences

from frames that are fed to CNN models for feature ex-

traction. This method achieves a global representation of

the video using a segmental consensus function to aggre-

gate the information from different snippets of the video.

Bilen et al. [2] introduced dynamic image by employing a

rank pooling technique to capture the temporal evolution of

actions and representing the video as one RGB image. They

distill the appearance and dynamics of a scene into one sin-

gle image, which is fed to 2D CNN models for action clas-

sification. Pooling techniques consolidate data into com-

pact representations. These techniques also impose equal

importance on all frames, which is not favorable. Wang et

al. [35] proposed SVM pooling for video summarization.

They reformulated the pooling problem as a multiple in-

stance learning context and learned useful decision bound-

aries on the frame level features from each video against

background features. Methods in [2, 35] have shown good

performances on trimmed videos for action classification.

However, their performance on untrimmed videos has not

been explored. These methods involve a parameter learning

process to achieve video representations for action classi-

fication. Hence, they do not generalize efficiently to other

video representation tasks. Our proposed AWSD method

follows a similar approach to [2, 35] but without require-

ment of learning any parameter.

3. Video Representation

This section presents our proposed Adaptive Weighted

Spatiotemporal Distillation (AWSD). We first discuss the

motivations behind Weighted Spatiotemporal Distillation

(WSD). Then, we discuss the adaptive temporal window

size selection technique, which controls the length of con-

secutive segments for untrimmed videos.

3.1. Weighted Spatiotemporal Distillation

Visual attention is usually given to the regions that have

more descriptive information. Inspired by information the-

ory, the local information of an image can be quantified in

terms of sequences of bits [11]. We extend this notion to the

temporal dimension in order to capture the discriminative

spatiotemporal information. To this end, under a Marko-
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Figure 2: The outline of our proposed WSD for video representation. Given a video of length L, we divide it into segments of

smaller length ℓ. By comparing two consecutive segments, WSD generates multiple image maps, which encode appearance

and dynamic variations of the scene. We further employ a weighted summation technique for aggregating the obtained image

maps into one single RGB frame, which can be used as the input of deep models pre-trained on still images.

vian assumption, we delineate a video as an image map by

devising a statistical model for neighboring group of pixels

using Gaussian Scale Mixture (GSM).

We aim to capture the mutual information between

frames of two time instances to model the variations in dy-

namics and appearance as a set of weighted points. Hence,

we encode the spatiotemporal variations of two consecutive

segments of videos into one image map (Figure 2). In our

framework, different regions of frames, x, are characterized

by a Gaussian noise, n1, added to a zero-mean Gaussian

vector of points intensities u.

p = x+ n1 = αu+ n1 (1)

where α is a mixing multiplier whose value varies over

space and time. Intuitively, each region of frames is de-

formed as the result of spatiotemporal variations v.

q = y + n2 = gαu+ v + n2 (2)

where y represents deformation of region x, g is a gain fac-

tor, and n2 denotes Gaussian noise. In our model, n1 and

n2 are independent Gaussian noise with covariance matri-

ces Cn1
= Cn2

= σ2
nI. The parameter σ2

n is the uncer-

tainty of noisy observations. So, we can derive the covari-

ance matrices of p and q as:

Cp = α2Cu + σ2
nI (3)

Cq = g2α2Cu + σ2
vI+ σ2

nI (4)

where Cu is the covariance matrix of u.

At each point, the information of the reference and

deformed frames is obtained by the mutual information

I (x|p) and I (y|q), respectively. We aim to approximate

the perceptual information content from both frames. To

be specific, we subtract the common information shared be-

tween p and q from I (x|p) and I (y|q). So, we define a

weight based on the mutual information as:

w = I (x|p) + I (y|q)− I (p|q) (5)

In Eq. (5), x, y, p, and q are all Gaussian for a given

α. Therefore, the mutual information approximation can be

achieved using the determinants of convariances due to the

independency of u and noise n1 and n2.

w =
1

2
log

[ |C(p,q)|
σ4K
n

]

(6)

where K is the total number of points in each region of

frames and

|C(p,q)| = |
((

σ2
v + σ2

n

)

α2 + σ2
ng

2α2
)

Cu+

σ2
n

(

σ2
v + σ2

n

)

I| (7)

Applying an eigenvalue decomposition to the covariance

matrix Cu = OΛOT , where O is an orthogonal ma-

trix and Λ is a diagonal matrix with eigenvalues λk for

k = 1, . . . ,K along its diagonal entries, we can compute

|C(p,q)|.

|C(p,q)| = |O{
(

σ2
v + (1 + g2)σ2

n

)

α2Λ+

σ2
n(σ

2
v + σ2

n)I}OT | (8)

Due to the orthogonal property of O and the expression

between O and OT in Eq. (8), |C(p,q)| is obtained as a

closed-form equation.

|C(p,q)| =
K
∏

k=1

{
(

σ2
v + (1 + g2)σ2

n

)

α2λk+

σ2
n(σ

2
v + σ2

n)} (9)
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Hence, Eq. (6) can be expressed as

w =
1

2

K
∑

k=1

log

(

1 +
σ2
v

σ2
n

+

(

σ2
v

σ4
n

+
1 + g2

σ2
n

)

α2λk

)

(10)

The obtained weight function shows an interesting con-

nection with the local deformation within frames of video.

According to the deformation model in Eq. (2), the varia-

tions from x to y are characterized by the gain factor g and

the random deformation σ2
v . As g is a scale factor along

the frame evolution, it does not cause any changes in the

structure of the image. Thus, the structural deformations

are captured by σ2
v . Our weight function increases mono-

tonically with σ2
v . This demonstrates that more weights are

cast to the areas that have larger variations.

We still need to approximate a set of parameters, i.e. Cu,

α2, g, and σ2
v , to use the weight function of Eq. (10). We

estimate Cu as

Ĉu =
1

N

N
∑

i=1

xix
T
i (11)

where N is the number of evaluation widows and xi is the

i-th neighborhood vector. The multiplier α is spatially vary-

ing and can be approximated using a maximum likelihood

estimator.

α̂2 =
1

K
xTC−1

u
x (12)

We can also obtain the deformation parameters g and σ2
v

by optimizing the following least square regression prob-

lem.

ĝ = argmin
g

‖y − gx‖22 (13)

By taking the first-order derivative from Eq. (13), we

have:

ĝ =
xTy

xTx
(14)

Putting this into Eq. (2), we can compute σ2
v using

vTv/K, which results in:

σ̂2
v =

1

K

(

yTy − ĝxTy
)

(15)

For each color channel, we compute a set of weights

by moving a sliding window across frames of two consec-

utive frames (see Figure 2), where the window covers an

H×W spatial neighborhood at each location. This process

results in an image map for each two overlapping segments

of the video. Let xi and yi be the i-th points in the refer-

ence frame X and the deformed frame Y, respectively. The

Mean Square Error (MSE) between two frames is given by

MSE =
1

P

P
∑

i=1

(xi − yi)
2

(16)

where P is the total number of points in the frame. We de-

fine a weighted MSE for the corresponding location of the

central point in the spatial neighborhood using Eq. (10). As-

suming xj,i and yj,i are the i-th points at the j-th frame and

wj,i be the weight computed at the corresponding location,

we derive Weighted Spatiotemporal Distillation (WSD) as:

WSD(x,y) =

ℓ
∏

j=1

(

∑

i wj,i (xj,i − yj,i)
2

∑

i wj,i

)

(17)

where ℓ is the length of each segment of the video. Repeat-

ing this process for all two consecutive segments, we obtain

L/ℓ − 1 single images per channel (where L is the video

length), which encode the appearance and dynamic varia-

tions within the whole video. This distilled information can

not be used as the input of pre-trained CNN models due to

multiple channels. To tackle this issue, we use a weighted

aggregation technique to generate a single RGB image from

the obtained L/ℓ − 1 channel image maps. This aggrega-

tion technique computes a weighted sum of each point in

the images. The weights are calculated as:

βi =
exp (ei)
∑

i exp (ei)
(18)

where ei is the i-th point of the image map. Hence, we com-

pute the weighted sum of points for each channel separately

to generate the RGB distilled representation of the video.

Sj =

L/ℓ−1
∑

j=1

βjej (19)

where Sj denotes the j-th point from one channel of the

obtained representation. We calculate Eq. (19) for each

channel of our data.

3.2. Adaptive Segment Length Selection

The temporal size of segments affects the quality of dis-

tilled information and choosing fixed-length equal-size seg-

ments can compromise the quality of the RGB output im-

age. Enlarging the window size increases the spatiotempo-

ral information to noise ratio, while decreasing the window

size limits WSD computation to only a local, likely irrele-

vant portion of the video. Hence, determining the optimal

length for two consecutive segments is of high importance.

Given a video and a window size, there are two factors that

affect computing WSD: (1) spatiotemporal variation and (2)

disparity variation within the window. Spatiotemporal vari-

ation should be large enough relative to noise, which is eas-

ily measurable from the input. On the other hand, the dis-

parity variation is difficult to measure because it should be

chosen to enhance the comparison of information between

two segments. To this end, we propose an adaptive temporal
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window size selection method to change the length of seg-

ments based on the amount of discriminative information

required for optimal representations of videos by exploiting

local intensity and disparity patterns.

Let f1 (t) and f2 (t) be two consecutive segments with

disparity d.

f1 (t) = f (t) + n1 (t) (20)

f2 (t) = f (t− d) + n2 (t) (21)

where n1 (t) and n2 (t) are zero-mean Gaussian noise, i.e.

n1 (t) , n2 (t) ∼ N
(

0, σ2
)

. A direct matching between two

segments gives us

f1 (t)− f2 (t+ d) = n1 (t)− n2 (t+ d) ≡ n (t) (22)

where n (t) ∼ N
(

0, 2σ2
)

is Gaussian noise. If d0 is an

initial estimate of the disparity, we can use the Taylor ex-

pansion, f2 (t+ d) ≈ f2 (t+ d0) + ∆df ′

2 (t+ d0), where

∆d = d− d0.

f1 (t)− f2 (t+ d0)−∆df ′

2 (t+ d0) = n (t) (23)

We select N frames with equal interval from the seg-

ments, i.e. t0, t1, . . . , tN−1, and compute the distribution

function of n (ti) for them.

ρ (n (ti) |∆d) =

1

2
√
πσn

exp

(

− (f1 (t)− f2 (t+ d0)−∆df ′

2 (t+ d0))
2

4σ2
n

)

(24)

Since n (t) is Gaussian, n (ti)’s are independent from

each other. So, they can be expressed as

ρ (n (t0) , . . . , n (tN−1) |∆d) =

N−1
∏

i=0

ρ (n (ti) |∆d) (25)

Due to low variations of ρ (∆d), we can approximate the

conditional probability of the disparity variations [1] based

on the Bayes theorem as

ρ (∆d|n (t0) , . . . , n (tN−1)) =
∏N−1

i=0 ρ (n (ti) |∆d)
∫

∞

−∞

∏N−1
i=0 ρ (n (ti) |∆d) d (∆d)

(26)

By substituting Eq. (24) into Eq. (26), we obtain:

ρ (∆d|n (t0) , . . . , n (tN−1)) =

1√
2πσ∆d

exp

(

− (∆d−∆∗d)
2

2σ2
∆d

)

(27)

where

∆∗d =

∑N−1
i=0 (f1 (ti)− f2 (ti + d0)) f

′

2 (ti + d0)
∑N−1

i=0 (f ′

2 (ti + d0))
2

(28)

σ2
∆d =

2σ2
n

∑N−1
i=0 (f ′

2 (ti + d0))
2

(29)

Intuitively, the conditional probability density function

of ∆d becomes a Gaussian distribution with mean ∆∗d and

variance σ2
∆d. By letting ∆t = ℓ

N be the sampling interval,

where ℓ is the size of the window, we multiply the numer-

ator and the denominator of ∆∗d and σ2
∆d and sample all

frames within a segment, i.e. N → ∞.

∆∗d =

∫ ℓ

0
(f1 (t)− f2 (t+ d0)) f

′

2 (t+ d0) dt
∫ ℓ

0
(f ′

2 (t+ d0))
2
dt

(30)

σ2
∆d =

2σ2
n∆t

∫ ℓ

0
(f ′

2 (t+ d0))
2
dt

→ 0 (31)

This implies that the variance of the estimated ∆d be-

comes small by dense sampling. In other words, the

intra-segment spatiotemporal variation is proportional to the

length of the segment. Hence, we are able to measure the

disparity within segments to determine the optimal length

for each two consecutive segments. In other words, we con-

sider a direct relationship between the length of the seg-

ment and the disparity of information within the segment.

We initialize the disparity variations with a small value and

compute a correction ∆∗d and an uncertainty of the correc-

tion σ2
∆d for a segment length ℓ. Repeating this process for

different segment lengths enables us to achieve the lowest

uncertainty. The value of σ2
∆d indicates two characteristics.

First, the larger absolute value of the first-order derivative

makes the uncertainty smaller. Second, the larger is the seg-

ment length, the smaller is the uncertainty. The former is

intuitive, i.e. the more variation in the intensity pattern, the

more possibility for existing actions in the scene. The latter

characteristic is also understandable, since a large segment

can average out the effect of noise. Hence, we update ∆d
by the amount of ∆∗d.

4. Experiments

We evaluated the performance of our proposed

method by conducting extensive experiments on four

video classification benchmarks, including, UCF101 [24],

HMDB51 [17], ActivityNet v1.3 [3], and Maryland [22].

Table 1 summarizes the content of these datasets.

4.1. Experimental Setup

In our experiments, we used four deep architectures that

are pre-trained on ImageNet dataset [21]. We employed
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Table 1: Characterstics of the considered datasets for video

representation. Three action recognition datasets and one

dynamic scene classification dataset are used for evaluating

the proposed method.

Dataset Videos Classes Catergory
Trimmed/

Untrimmed

UCF101 [24] 13,320 101 Human Actions Trimmed

HMDB51 [17] 6,766 51 Human Actions Trimmed

ActivityNet [3] 19,994 200 Human Actions Untrimmed

Maryland [22] 130 10 Dynamic Scenes Trimmed

Tensorflow implementations of AlexNet [16], Inception-

V1 [14], ResNet-50 [10], and ResNet-101 [10]. All of these

deep models are fine-tuned by using stochastic gradient de-

scent with the momentum of 0.9 and an annealed learning

rate, starting from 3×10−3 and multiplied by a factor of 0.2
per epoch. During training, we randomly performed size jit-

tering, cropping, flipping, and rescaling on images. We also

applied our AWSD on optical flow data. For the computa-

tion of the optical flow, we used TLV1 optical flow algo-

rithm [40], which is implemented in OpenCV with CUDA.

4.2. WSD vs. AWSD

In this section, to further explain the importance for

AWSD, we analyzed the effect of segment’s length on the

performance of WSD. Then, we made a comparative study

between WSD and AWSD. The segment’s length deter-

mines the amount of information that WSD summarizes.

First, we considered WSD and analyzed its performance by

varying the length of video segment from 10 to 60 frames,

i.e. a video is divided into fixed-length non-overlapping seg-

ments.

Figure 3 shows the results of our experiments using both

trimmed and untrimmed videos. As depicted, for trimmed

videos, the classification accuracy increases as the number

of frames per segment increases. However, after a certain

number of frames, we do not observe any significant im-

provement in the accuracy. This means that small segments

are sufficient to achieve good performance using WSD on

trimmed videos. In contrast, for the untrimmed videos (Ac-

tivityNet), the accuracy drops with the increase of the seg-

ment’s length from 57.8% to 28.1%, The deterioration in

performance is likely due to capturing too much content

within segments, which fades the discriminative informa-

tion in the distilled image maps.

We also compared the effect of adaptive selection of

video segments. Table 2 reports the results, indicating

a significant improvement using adaptive segment length

selection technique, i.e. 9.6%, 7.7%, 32.3%, and 23.9%
improvement in UCF101 [24], HMDB51 [17], Activi-

tyNet [3], and Maryland [22] datasets, respectively. This

improvement is more significant in ActivityNet and Mary-

land datasets, where there are complex dynamic scene

and/or untrimmed action videos.

Figure 3: Accuracy of the proposed WSD when chang-

ing the segment length using ResNet-50. The performance

drops significantly on untrimmed videos.

Table 2: The accuracy (%) of the proposed method with and

without using adaptive segment length selection. Maximum

accuracy is reported for each dataset using the fixed-length

segments.

UCF101 HMDB51 ActivityNet Maryland

WSD 86.4 67.9 58.1 73.6

AWSD 96.0 75.6 90.4 97.5

Table 3: The accuracy (%) of the proposed method using

different aggregation functions with ResNet-50 [10]. The

weighted sum of image maps achieves the highest accuracy

compared to the average and max aggregation functions.

UCF101 HMDB51 ActivityNet Maryland

Average 91.5 69.7 83.9 87.7

Max 94.8 72.1 85.6 92.4

Weighted Sum 96.0 75.6 90.4 97.5

4.3. Analysis of Aggregation Functions

We evaluated the performance of our proposed AWSD

employing different aggregation functions for converting

the calculated image maps into a three channel image

map. Table 3 summarizes the results of average, max,

and weighted sum aggregation. The weighted sum gives

higher importance to the regions that effectively represent

the events in the scene.
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Table 4: The accuracy (%) of our proposed method versus

the accuracy of representations from optical flow and RGB

data using ResNet-50 [10].

UCF101 HMDB51 ActivityNet Maryland

RGB 89.3 69.7 83.9 87.7

OF 90.1 70.2 67.3 89.0

AWSD (OF) 94.8 72.1 85.6 92.4

AWSD (RGB) 96.0 75.6 90.4 97.5

Table 5: AWSD performance analysis (%) using different

2D CNN models pre-trained on ImageNet dataset [21].

UCF101 HMDB51 ActivityNet Maryland

AlexNet [16] 91.2 69.8 81.6 90.8

Inception-V1 [14] 95.3 73.0 88.5 94.3

ResNet-50 [10] 96.0 75.6 90.4 97.5

ResNet-101 [10] 97.6 79.3 93.1 98.1

4.4. Comparisons against Frame­Based Baseline
Models

We compared our proposed AWSD against two frame-

based baseline models. The first model operates on RGB

images and the second model works on optical flow. We

employed ReseNet-50 on RGB frames along with the image

maps obtained from applying AWSD on the optical flow and

video sequence data.The results are summarized in Table 4.

The proposed AWSD has 5.1% improvement over optical

flow, indicating the superiority of AWSD in capturing ap-

pearance and dynamic of information from video data.

4.5. AWSD and Deep Architectures

We employed four deep architectures that are pre-trained

on ImageNet dataset [21] (namely AlexNet [16], Inception-

V1 [14], ResNet-50 [10], and ResNet-101 [10]) to the rep-

resentation obtained by AWSD in order to investigate the

usefulness of various 2D CNN models. The results are sum-

marized in Table 5. As expected, the best performances are

given by deeper networks. It is notwithstanding that given

the significant reduction in the large amount of annotated

videos for training a 3D model, AWSD is an effective alter-

native for enabling usage of 2D CNNs.

4.6. Cross Databases Analysis

To show the generalization of distilled representations

obtained by our AWSD, we conducted cross-dataset exper-

iments. In these experiments, we fine-tuned a pre-trained

ResNet-50 [10] on ImageNet [21] using the distilled repre-

sentations of training samples from one dataset and used the

distilled representations of the test set of other datasets. Ta-

ble 6 summarizes the results. Although the accuracy drops

in the cross-dataset setting, the AWSD method still shows

Table 6: The accuracy (%) of our proposed ASWD method

in the cross-dataset experimental setting using ResNet-

50 [10]. The model is fine-tuned in one dataset and is tested

on another dataset.

Test on

UCF101 HMDB51 ActivityNet

T
ra

in
o

n UCF101 96.0 71.0 85.6

HMDB51 88.6 75.6 82.7

ActivityNet 91.3 72.5 90.4

a good performance, demonstrating the high capability to

represent video sequences discriminatively.

4.7. Comparison against the State­of­the­Art

We compared AWSD against the state-of-the-art meth-

ods on four video-based benchmarks. Table 7 summarizes

the comparative results on UCF101 [24] and HMDB51 [17]

datasets. We compared our method with both traditional

methods, such as Improved Dense Trajectory (iDT) [34]

and MoFAP [36], and deep learning based methods, such

as 3D Convolutional Neural Networks (C3D) [29], Tempo-

ral Segment Network (TSN) [37], and Long Term Convolu-

tional Network (LTC) [31]. Among the compared meth-

ods, Dynamic Image (DI) [2] and SVM Pooled descrip-

tor (SVMP) [35] are the closest to our work. We encoded

the RGB frames using our AWSD. The obtained represen-

tations are fed to ResNet-50 and ResNet-101. From Ta-

ble 7, we observe that DI achieves 95.5% and 72.5% us-

ing a four stream network (still images, dynamic images,

optical flow, and dynamic optical flow) and ResNext-101

on UCF101 and HMDB51, respectively. Our method im-

proves DI by 0.5% and 4.3% using ResNet-50 on UCF101

and HMDB51, respectively. It is worthnoting that ResNet-

50 has a relatively lower performance in comparison to

ResNext-101 on images.

We also compared the performance of our method on

untrimmed videos of ActivityNet v1.3 [3]. We ran the orig-

inal implementation of algorithms and reported their best

performance. The results are summarized in Table 8. As de-

picted, our proposed AWSD achieves 97.6% mAP accuracy

using ResNet-101 and improves the highest performance by

4.9%. The improvement on untrimmed videos stresses the

efficient selection of temporal length for capturing the spa-

tiotemporal information by AWSD.

We further employed AWSD to dynamic scene clas-

sification on Maryland dataset [22] and draw a compari-

son between our proposed method and the state-of-the-arts.

Table 9 reports the results, showing that AWSD achieves

97.5% and 98.1% classification accuracy using ResNet-50

and ResNet-101, respectively. For example, our method us-

ing ResNet-101 outperforms LSTF [13] by 3.1%.

Figure 4 shows a visualization of our AWSD and
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Table 7: Comparison of classification accuracy (%) of the

proposed approach against those of state-of-the-art methods

on UCF101 [24] and HMDB51 [17] datasets.

Method UCF101 HMDB51

iDT+FV [34] 85.9 57.2

DT+MVSV [4] 83.5 55.9

iDT+HSV [18] 87.9 61.1

MoFAP [36] 88.3 61.7

Two-Stream [23] 88.0 59.4

C3D (3 nets) [29] 85.2 51.6

Res3D [30] 95.6 54.9

I3D [5] 95.6 74.8

FSTCN [25] 88.1 59.1

LTC [31] 91.7 64.8

KVMF [42] 93.1 63.3

TSN (7 seg) [37] 94.9 71.0

DI (4 stream) [2] 95.5 72.5

SVMP [35] - 71.0

S3D-G [39] 96.8 75.9

AWSD (ResNet-50) 96.0 75.6

AWSD (ResNet-101) 97.6 79.3

Table 8: Comparison of our proposed method’s perfor-

mance in terms of classification accuracy (%) against the

state-of-the-art methods on ActivityNet dataset [3].

Method Accuracy (mAP)

iDF+FV [34] 64.3

Two-Stream [23] 69.1

C3D [29] 73.4

Res3D [30] 74.3

I3D [5] 88.6

TSN (7 seg) [37] 86.5

DI (4 stream) [2] 88.2

SVMP [35] 86.9

AWSD (ResNet-50) 90.4

AWSD (ResNet-101) 93.1

Dynamic Image [2] intermediate representations for

untrimmed videos. The comparison of the two visualiza-

tions suggests that AWSD captures the essence of action

dynamics in more details and preserves the appearance in-

formation better. We assert that this efficient representation

is due to adaptive selection of segment length, which is cru-

cial for untrimmed videos. From Figure 4, it is also obvious

that the information of different parts of the video are mixed

for DI, while AWSD seems to encode more discriminative

information.

5. Conclusion

We presented an Adaptive Weighted Spatiotemporal Dis-

tillation (AWSD) for capturing and encoding the appear-

ance and dynamics of the video into one single image,

which can be processed by deep models pre-trained on

Table 9: Comparison of the accuracy (%) of our proposed

method against the state-of-the-art for dynamic scene clas-

sification on Maryland dataset [22].

Method Accuracy

CSO [7] 67.7

SFA [28] 60.0

SOE [8] 43.1

BoSE [8] 77.7

C3D [29] 87.7

st-TCoF [19] 88.4

DDM+SCSP [27] 90.3

LSTF [13] 95.0

DI (4 stream) [2] 92.5

SVMP [35] 90.1

AWSD (ResNet-50) 97.5

AWSD (ResNet-101) 98.1

Figure 4: A visualization of AWSD applied on RGB frames

of an untrimmed video. Top: sample frames from different

time instances of the untrimmed video. Bottom: distilled

information of the video in RGB format. Our representation

captures more details of the scene and contains the gist of

the video.

still images. This technique tackles the problem of tun-

ing huge number of parameters in deep models for videos.

Our AWSD divides the given video into smaller segments

and compares two consecutive segments to generate multi-

ple image maps. The obtained image maps are then aggre-

gated to produce one single RGB image. The adaptive na-

ture of video segment selection enables the method to effi-

ciently capture the information of untrimmed videos. More-

over, representing videos by AWSD is easy and straight-

forward as it does not involve any parameter learning nor

optimization process. We evaluated the effectiveness of

the proposed method on four benchmark datasts, namely

UCF101, HMDB51, ActivityNet v1.3, and Maryland, for

video representation and classification. The experimental

results demonstrated the superior performance of our pro-

posed method.
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