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Abstract

Person re-identification (re-ID) is the task of matching person images across camera views, which plays an important role in surveillance and security applications. Inspired by great progress of deep learning, deep re-ID models began to be popular and gained state-of-the-art performance. However, recent works found that deep neural networks (DNNs) are vulnerable to adversarial examples, posing potential threats to DNNs based applications. This phenomenon throws a serious question about whether deep re-ID based systems are vulnerable to adversarial attacks.

In this paper, we take the first attempt to implement robust physical-world attacks against deep re-ID. We propose a novel attack algorithm, called advPattern, for generating adversarial patterns on clothes, which learns the variations of image pairs across cameras to pull closer the image features from the same camera, while pushing features from different cameras farther. By wearing our crafted “invisible cloak”, an adversary can evade person search, or impersonate a target person to fool deep re-ID models in physical world. We evaluate the effectiveness of our transformable patterns on adversaries’ clothes with Market1501 and our established PRCS dataset. The experimental results show that the rank-1 accuracy of re-ID models for matching the adversary decreases from 87.9% to 27.1% under Evading Attack. Furthermore, the adversary can impersonate a target person with 47.1% rank-1 accuracy and 67.9% mAP under Impersonation Attack. The results demonstrate that deep re-ID systems are vulnerable to our physical attacks.

1. Introduction

Person re-identification (re-ID) [9] is an image retrieval problem that aims at matching a person of interest across

*Qian Wang is the corresponding author.
tern, to generate adversarially transformable patterns across camera views that cause image mismatch in deep re-ID systems. An adversary cannot be correctly matched by deep re-ID models by printing the adversarial pattern on his clothes, like wearing an “invisible cloak”. We present two different kinds of attacks in this paper: Evading Attack and Impersonation Attack. The former can be viewed as an untargeted attack that the adversary attempts to fool re-ID systems into matching him as an arbitrary person except himself. The latter is a targeted attack which goes further than Evading Attack: the adversary seeks to lure re-ID systems into mismatching himself as a target person. Figure 1 gives an illustration of Impersonation Attack on deep re-ID models.

The main challenge with generating adversarial patterns is that how to cause deep re-ID systems to fail to correctly match the adversary’s images across camera views with the same pattern on clothes. Furthermore, the adversary might be captured by re-ID systems in any position, but the adversarial pattern generated specifically for one shooting position is difficult to remain effective in other varying positions. In addition, other challenges with physically realizing attacks also exist: (1) How to allow cameras to perceive the adversarial patterns but avoid arousing suspicion of human supervisors? (2) How to make the generated adversarial patterns survive in various physical conditions, such as printing process, dynamic environments and shooting distortion of cameras?

To address these challenges, we propose advPattern that formulates the problem of generating adversarial patterns against deep re-ID models as an optimization problem of minimizing the similarity scores of the adversary’s images across camera views. The key idea behind advPattern is to amplify the difference of person images across camera views that cause image mismatch in deep re-ID systems. To achieve the scalability of adversarial patterns, we approximate the distribution of viewing transformation with a multi-position sampling strategy. We further improve adversarial patterns’ robustness by modeling physical dynamics (e.g., weather changes, shooting distortion), to ensure them survive in physical-world scenario. Figure 2 shows an example of our physical-world attacks on deep re-ID systems.

To demonstrate the effectiveness of advPattern, we first establish a new dataset, PRCS, which consists of 10,800 cropped images of 30 identities, and then evaluate the attack ability of adversarial patterns on two deep re-ID models using the PRCS dataset and the publicly available Market1501 dataset. We show that our adversarially transformable patterns generated by advPattern achieve high success rates under both Evading Attack and Impersonation Attack: the rank-1 accuracy of re-ID models for matching the adversary decreases from 87.9% to 27.1% under Evading Attack, meanwhile the adversary can impersonate as a target person with 47.1% rank-1 accuracy and 67.9% mAP under Impersonation Attack. The results demonstrate that deep re-ID models are indeed vulnerable to our proposed physical-world attacks.

In summary, our main contributions are three-fold:

- To the best of our knowledge, we are the first to implement physical-world attacks on deep re-ID systems, and reveal the vulnerability of deep re-ID models.
- We design two different attacks, Evading Attack and Impersonation Attack, and propose a novel attack algorithm advPattern for generating adversarially transformable patterns, to realize adversary mismatch and target person impersonation, respectively.
- We evaluate our attacks with two state-of-the-art deep re-ID models and demonstrate the effectiveness of the generated patterns to attack deep re-ID in both digital domain and physical world with high success rate.

The remainder of this paper is organized as follows: we review some related works in Section 2 and introduce the system model in Section 3. In Section 4, we present the attack methods for implementing physical-world attacks on deep re-ID models. We evaluate the proposed attacks and demonstrate the effectiveness of our generated patterns in Section 5 and conclude with Section 6.

2. Related Work

**Deep Re-ID Models.** With the development of deep learning and increasing volumes of available datasets, deep re-ID models have been adopted to automatically learn better feature representation and similarity metric [1, 4, 5, 6, 7, 18, 29, 31, 32], achieving state-of-the-art performance. Some methods treat re-ID as a classification issue: Li et al. [18] proposed a filter pairing neural network to automatically learn feature representation. Yi et al. [32] used a siamese deep neural network to solve the re-ID problem. Ahmed et al. [1] added a different matching layer to improve original deep architectures. Xiao et al. [31] utilized multi-class classification loss to train model with data from multiple
domains. Other approaches solve re-ID as a ranking task: Ding et al. [7] trained the network with the proposed triplet loss. Cheng et al. [6] introduced a new term to the original triplet loss to improve model performance. Besides, two recent works [5, 29] considered two tasks simultaneously and built networks to jointly learn representation from classification loss and ranking loss during training.

Adversarial Examples. Szegedy et al. [28] discovered that neural networks are vulnerable to adversarial examples. Given a DNNs based classifier $f(\cdot)$ and an input $x$ with ground truth label $y$, an adversarial example $x'$ is generated by adding small perturbations to $x$ such that the classifier makes a wrong prediction, as $f(x') \neq y$, or $f(x') = y^*$ for a specific target $y^* \neq y$. Existing attack methods generate adversarial examples either by one-step methods, like the Fast Gradient Sign Method (FGSM) [10], or by solving optimization problems iteratively, such as L-BFGS [28], Basic Iterative Method (BIM) [15], DeepFool [22], and Carlini and Wagner Attacks (C&W) [3]. Kurakin et al. [15] explored adversarial attack in physical world by printing adversarial examples on paper to cause misclassification when photographed by cellphone camera. Sharif et al. [25] designed eyeglass frame by printing adversarial perturbations on it to attack face recognition systems. Evtimov et al. [8] created adversarial road sign to attack road sign classifiers under different physical conditions. Athalye et al. [2] constructed physical 3D-printed adversarial objects to fool a classifier when photographed over a variety of viewpoints.

In this paper, to the best of our knowledge, we are the first to investigate physical-world attacks on deep re-ID models, which differs from prior works on classifiers as follows: (1) Existing works on classification task failed to generate transformable patterns across camera views against image retrieval problems. (2) Attacking re-ID systems in physical world faces more complex physical conditions, for instance, adversarial patterns should survive in printing process, dynamic environments and shooting distortion under any camera views. These differences make it impossible to directly apply existing physical realizable methods on classifiers to attack re-ID models.

3. System Model

In this section, we first present the threat model and then introduce the our design objectives.

3.1. Threat Model

Our work focuses on physically realizable attacks against DNNs based re-ID systems, which capture pedestrians in real-time and automatically search a person of interest across non-overlapping cameras. By comparing the extracted features of a probe (the queried image) with features from a set of continuously updated gallery images collected from other cameras in real time, a re-ID system outputs images from the gallery which are considered to be the most similar to the queried image. We choose re-ID system as our target model because of the wild deployment of deep re-ID in security-critical settings, which will throw dangerous threats if successfully implementing physical-world attacks on re-ID models. For instance, a criminal can easily escape from the search of re-ID based surveillance systems by physically deceiving deep re-ID models.

We assume the adversary has white-box access to well-trained deep re-ID models, so that he has knowledge of model structure and parameters, and only implements attacks on re-ID models in the inference phase. The adversary is not allowed to manipulate either the digital queried image or gallery images gathered from cameras. Moreover, the adversary is not allowed to change his physical appearance during attacking re-ID systems in order to avoid arousing the human supervisor’s suspicion. These reasonable assumptions make it challenging to realize successfully physical-world attacks on re-ID systems.

Considering that the stored video recorded by cameras will be copied and re-ID models will be applied for person search only when something happens, the adversary has no idea of when he will be treated as the person of interest and which images will be picked for image matching, which means that the queried image and gallery images are completely unknown to the adversary. However, with the white-box access assumption, the adversary is allowed to construct a generating set $X$ by taking images at each different camera view, which can be realized by stealthily placing cameras at the same position of surveillance cameras to capture images before implementing attacks.

3.2. Design Objectives

We propose two attack scenarios, Evading Attack and Impersonation Attack, to deceive deep-ID models.

Evading Attack. An Evading Attack is an untargeted attack: Re-ID models are fooled to match the adversary as an arbitrary person except himself, which looks like that the adversary wears an “invisible cloak”. Formally, a re-ID model $f_\theta(\cdot, \cdot)$ outputs a similarity score of an image pair, where $\theta$ is the model parameter. Given a probe image $p_{adv}$ of an adversary, and an image $g_{adv}$ belonging to the adversary in the gallery $G_t$ at time $t$, we attempt to find an adversarial pattern $\delta$ attached on the adversary’s clothes to fail deep re-ID models in person search by solving the following optimization problem:

$$\max D(\delta), \text{ s.t. } \text{Rank}(f_\theta(p_{adv}+\delta, g_{adv}+\delta)) > K$$

where $D(\cdot)$ is used to measure the reality of the generated pattern. Unlike previous works aiming at generating visually inconspicuous perturbations, we attempt to generate visible patterns for camera sensing, while making generated patterns indistinguishable from naturally decorative pattern.
on clothes. \(\text{Rank}()\) is a sort function which ranks similarity scores of all gallery images with \(p_{adv}\) in the decreasing order. An adversarial pattern is successfully crafted only if the image pair \((p_{adv}+\delta, g_{adv}+\delta)\) ranks behind the top-\(K\) results, which means that the re-ID systems cannot realize cross-camera image match of the adversary.

**Impersonation Attack.** An Impersonation Attack is a targeted attack which can be viewed as an extension of Evading Attack: The adversary attempts to deceive re-ID models into mismatching himself as a target person. Given our target’s image \(I_t\), we formulate Impersonation Attack as the following optimization problem:

\[
\max D(\delta), \quad \text{s.t.} \quad \begin{cases} \text{Rank}(f_\theta(p_{adv}+\delta, g_{adv}+\delta)) > K \\ \text{Rank}(f_\theta(p_{adv}+\delta, I_t)) < K \end{cases} \quad (2)
\]

we can see that, besides the evading constraint, the optimization problem for an Impersonation Attack includes another constraint that the image pair \((p_{adv}+\delta, I_t)\) should be within the top-\(K\) results, which implies that the adversary successfully induces the re-ID systems into matching him to the target person.

Since the adversary has no knowledge of the queried image and the gallery, it is impossible for the adversary to solve the above optimization problems. In the following section, we will present the solution that approximately solve the above optimization problems.

4. Adversarial Pattern Generation

In this section, we present a novel attack algorithm, called advPattern, to generate adversarial patterns for attacking deep re-ID systems in real-world. Figure 3 shows an overview of the pipeline to implement an Impersonation Attack in physical world. Specifically, we first generate transformable patterns across camera views for attacking the image retrieval problem as described in Section 4.1. To implement position-irrelevant and physical-world attacks, we further improve the scalability and robustness of adversarial patterns in Section 4.2 and Section 4.3.

4.1. Transformable Patterns across Camera Views

Existing works [6, 38] found that there exists a common image style within a certain camera view, while dramatic variations across different camera views. To ensure that the same pattern can cause cross-camera image mismatch in deep re-ID models, we propose an adversarial pattern generation algorithm to generate transformable patterns that amplify the distinction of the adversary’s images across camera views in the process of extracting features of images by re-ID models.

For the **Evading Attack**, given the generating set \(X = (x_1, x_2, ..., x_m)\) constructed by the adversary, which consists of the adversary’s images captured from \(m\) different camera views. For each image \(x_i\) from \(X\), we compute the adversarial image \(x_i' = o(x_i, T_i(\delta))\), \(o(x_i, T_i(\delta))\) denotes overlaying the corresponding areas of \(x_i\) after transformation \(T_i(\cdot)\) with the generated pattern \(\delta\). Here \(T_i(\delta)\) is a perspective transformation operation of the generated pattern \(\delta\), which ensures the generated pattern to be in accordance with transformation on person images across camera views. We generate the transformable adversarial pattern \(\delta\) by solving the following optimization problem:

\[
\arg\min_\delta \sum_{i=1}^m \sum_{j=1}^m f_\theta(x_i', x_j'), \quad \text{s.t.} \quad i \neq j \quad (3)
\]

We iteratively minimize the similarity scores of images of an adversary from different cameras to gradually pull farther extracted features of the adversary’s images from different cameras by the generated adversarial pattern.

For the **Impersonation Attack**, given a target person’s image \(I_t\), we optimize the following problem:

\[
\arg\min_\delta \sum_{i=1}^m \sum_{j=1}^m f_\theta(x_i', x_j') - \alpha(f_\theta(x_i', I_t) + f_\theta(x_j', I_t)), \quad \text{s.t.} \quad i \neq j \quad (4)
\]

where \(\alpha\) controls the strength of different objective terms. By adding the second term in Eq. 4, we additionally maximize similarity scores of the adversary’s images with the target person’s image to generate a more powerful adversarial pattern to pull closer the extracted features of the adversary’s images and the target person’s image.

4.2. Scalable Patterns in Varying Positions

The adversarial patterns should be capable of implementing successful attacks at any position, which means our attacks should be position-irrelevant. To realize this objective, we further improve the scalability of the adversarial pattern in terms of varying positions.

Since we cannot capture the exact distribution of viewing transformation, we augment the volume of the generating
set with a multi-position sampling strategy to approximate the distribution of images for generating scalable adversarial patterns. The augmented generating set $X^C$ for an adversary is built by collecting the adversary’s images with various distances and angles from each camera view, and synthesized instances generated by image transformation such as translation and scaling on original collected images.

For the Evading Attack, given a triplet $tr_{ik} = < x_k^o, x_k^+, x_k^- >$ from $X^C$, where $x_k^o$ and $x_k^+$ are person images from the same camera, while $x_k^-$ is the person image from a different camera, for each image $x_k^o$ from $tr_{ik}$, we compute the adversarial image $x_k^\epsilon$ as $o(x_k, T_k(\delta))$. We randomly chose a triplet at each iteration for solving the following optimization problem:

$$
\arg\min_{\delta} \mathbb{E}_{tr_{ik} \sim X^C} f_0((x_k^\epsilon)'', (x_k^-)'') - \beta f_0((x_k^o)'', (x_k^+)'')
$$

where $\beta$ is a hyperparameter that balances different objectives during optimization. The objective of Eq.(5) is to minimize the similarity scores of $x_k^o$ with $x_k^\epsilon$ to discriminate person images across camera views, while maximizing similarity scores of $x_k^o$ with $x_k^+$ to preserve the similarity of person images from the same camera view. During optimization the generated pattern learns the scalability from the augmented generating set $X^C$ to pull closer the extracted features of person images from the same camera, while pushing features from different cameras farther, as shown in Figure 4.

For the Impersonation Attack, given an image set $I^t$ of the target person, and a quadruplet $quad_k = < x_k^o, x_k^+, x_k^-, t_k >$ consisting of a triplet $tr_{ik}$ and a person image $t_k$ from $I^t$, we repeatedly choose a quadruplet at each iteration, and iteratively solve the following optimization problem:

$$
\arg\max_{\delta} \mathbb{E}_{quad_k \sim \{X^C, I^t\}} f_0((x_k^\epsilon)'', t_k) + \lambda_1 f_0((x_k^o)'', (x_k^+)'') - \lambda_2 f_0((x_k^o)'', (x_k^-)'')
$$

where $\lambda_1$ and $\lambda_2$ are hyperparameters that control the strength of different objectives. We add an additional objective that maximizes the similarity score of $x_k^o$ with $t_k$ to pull closer the extracted features of the adversary’s images to the features of the target person’s images.

4.3 Robust Patterns for Physically Realizable Attack

Our goal is to implement physically realizable attacks on deep re-ID systems by generating physically robust patterns on adversaries’ clothes. To ensure adversarial patterns to be perceived by cameras, we generate large magnitude of patterns with no constraints over them during optimization. However, introducing conspicuous patterns will in turn make adversaries be attractive and arouse suspicion of human supervisors.

To tackle this problem, we design unobtrusive adversarial patterns which are visible but difficult for humans to distinguish them from the decorative patterns on clothes. To be specific, we choose a mask $M_\times$ to project the generated pattern to a shape that looks like a decorative pattern on clothes (e.g., commonplace logos or creative graffiti). In addition, to generate smooth and consistent patches in our pattern, in other words, colors change only gradually within patches, we follow Sharif et al. [25] that adds total variation ($TV$) [21] into the objective function:

$$
TV(\delta) = \sum_{p,q} ((\delta_{p,q} - \delta_{p+1,q})^2 + (\delta_{p,q} - \delta_{p,q+1})^2) \frac{1}{2}
$$

where $\delta_{p,q}$ is a pixel value of the pattern $\delta$ at coordinates $(p, q)$, and $TV(\delta)$ is high when there are large variations in the values of adjacent pixels, and low otherwise. By minimizing $TV(\delta)$, the values of adjacent pixels are encouraged to be closer to each other to improve the smoothness of the generated pattern.

Implementing physical-world attacks on deep re-ID systems requires adversarial patterns to survive in various environmental conditions. To deal with this problem, we design a degradation function $\varphi(\cdot)$ that randomly changes the brightness or blurs the adversary’s images from the augmented generating set $X^C$. During optimization we replace $x_i$ with the degraded image $\varphi(x_i)$ to improve the robustness of our generated pattern against physical dynamics and shooting distortion. Recently, the non-printability score (NPS) was utilized in [8, 25] to account for printing error. We introduce NPS into our objective function but find it hard to balance NPS term with other objectives. Alternatively, we constrain the search space of the generated pattern $\delta$ in a narrower interval $P$ to avoid unprintable colors (e.g., high brightness and high saturation). Thus, for each image $x_k^o$ from $tr_{ik}$, we use $o(x_k, T_k(M_x \cdot \delta))$ to compute the adversarial images $x_k^\epsilon$, and generate robust adversarial patterns to implement physical-world attack as solving the
following optimization problem:

$$\arg\min_{\delta} \mathbb{E}_{(x_k', y_k') \sim X, t_k} f_\theta(\varphi(x_k'), \varphi(x_k')) - \beta f_\theta(\varphi(x_k'), \varphi(x_k')) + \kappa \cdot TV(\delta), \ s.t. \ \delta \in \mathbb{P}$$

(8)

where $\lambda$ and $\kappa$ are hyperparameters that control the strength of different objectives. Similarly, the formulation of the Impersonation Attack is analogous to that of the Evading Attack, which is as follows:

$$\arg\min_{\delta} \mathbb{E}_{(x_k', y_k') \sim X, t_k} f_\theta((x_k')', (x_k')') + \lambda_1 f_\theta((x_k')', (x_k')') + \lambda_2 f_\theta((x_k')', (x_k')') + \kappa \cdot TV(\delta), \ s.t. \ \delta \in \mathbb{P}$$

(9)

Finally, we print the generated pattern over the adversary’s clothes to deceive re-ID into mismatching him as an arbitrary person or a target person.

5. Experiments

In this section, we first introduce the datasets and the target deep re-ID models used for evaluation in Section 5.1. We evaluate the proposed advPattern for attacking deep re-ID tools both under digital environment (Section 5.2) and in physical world (Section 5.3). We finally discuss the implications and limitations of advPattern in Section 5.4.

5.1. Datasets and re-ID Models

**Market1501 Dataset.** Market1501 contains 32,668 annotated bounding boxes of 1501 identities, which is divided into two non-overlapping subsets: the training dataset contains 12,936 cropped images of 751 identities, while the testing set contains 19,732 cropped images of 750 identities.

**PRCS Dataset.** We built a Person Re-identification in Campus Streets (PRCS) dataset for evaluating the attack method. PRCS contains 10,800 cropped images of 30 identities. During dataset collection, three cameras were deployed to capture pedestrians in different campus streets. Each identity in PRCS was captured by both three cameras and has at least 100 cropped images per camera. We chose 30 images of each identity per camera to construct the testing dataset for evaluating the performance of the trained re-ID models and our attack method.

**Target Re-ID Models.** We evaluated the proposed attack method on two different types of deep re-ID models: model A is a siamese network proposed by Zheng et al. [37], which is trained by combining verification loss and identification loss; model B utilizes a classification model to learn the discriminative embeddings of identities as introduced in [36]. The reason why we choose the two models as target models is that classification networks and siamese networks are widely used in the re-ID community. The effectiveness of our attacks on the two models can imply the effectiveness on other models. Both of the two models achieve the state-of-the-art performance (i.e., rank-k accuracy and mAP) on Market1501 dataset, and also work well on PRCS dataset. The results are given in Table 1.

We use the ADAM optimizer to generate adversarial patterns with the following parameters setting: learning rate $= 0.01$, $\beta_1 = 0.9$, $\beta_2 = 0.999$. We set the maximum number of iterations to 700.

5.2. Digital-Environment Tests

We first evaluate our attack method in digital domain where the adversary’s images are directly modified by digital adversarial patterns*. It is worth noting that attacking in digital domain is actually not a realistic attack, but a necessary evaluation step before successfully implementing real physical-world attacks.

**Experiment Setup.** We first craft the adversarial pattern over a generating set for each adversary, which consists of real images from varying positions, viewing angles and synthesized samples. Then we attack generated adversarial pattern to the adversary’s images in digital domain to evaluate the attacking performance on the target re-ID models.

---

*The code is available at https://github.com/whuAdv/AdvPattern
Table 3. Digital-environment attack results on target models under Impersonation Attack. The performance of matching the adversary as the target person (Target) and himself (Adversary) are both given. (GS = Generating Set, TS = Testing Set).

<table>
<thead>
<tr>
<th>Model</th>
<th>Matched person</th>
<th>PRCS</th>
<th>Market(1501)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>rank-1</td>
<td>rank-5</td>
</tr>
<tr>
<td>A</td>
<td>Target(GS)</td>
<td>86.7%</td>
<td>92.7%</td>
</tr>
<tr>
<td></td>
<td>Adversary(GS)</td>
<td>5.50%</td>
<td>5.70%</td>
</tr>
<tr>
<td>B</td>
<td>Target(GS)</td>
<td>92.8%</td>
<td>97.7%</td>
</tr>
<tr>
<td></td>
<td>Adversary(GS)</td>
<td>2.50%</td>
<td>5.80%</td>
</tr>
</tbody>
</table>

Table 4. Physical-world attack results on target models at varying distances and angles. Distance&Angle of each points with camera 3 are given. $\Delta$rank-1, $\Delta$mAP and $\Delta$ss indicate the drop of target models’ performance due to adversarial patterns.

<table>
<thead>
<tr>
<th>Distance&amp;Angle</th>
<th>Evading Attack</th>
<th>Impersonation Attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>rank-1</td>
<td>$\Delta$rank-1</td>
<td>mAP</td>
</tr>
<tr>
<td>P1 (4.39, 24.2)</td>
<td>0.00%</td>
<td>100.0%</td>
</tr>
<tr>
<td>P2 (5.31, 19.8)</td>
<td>20.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>P3 (6.26, 16.7)</td>
<td>20.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>P4 (7.23, 14.4)</td>
<td>20.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>P5 (8.20, 12.7)</td>
<td>20.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>P6 (5.38, 42.0)</td>
<td>0.00%</td>
<td>100.0%</td>
</tr>
<tr>
<td>P7 (6.16, 35.8)</td>
<td>40.0%</td>
<td>60.0%</td>
</tr>
<tr>
<td>P8 (7.00, 31.0)</td>
<td>0.00%</td>
<td>100.0%</td>
</tr>
<tr>
<td>P9 (7.87, 27.2)</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>P10 (8.87, 24.2)</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>P11 (7.36, 47.2)</td>
<td>20.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>P12 (8.07, 42.0)</td>
<td>0.00%</td>
<td>100.0%</td>
</tr>
<tr>
<td>P13 (8.84, 37.6)</td>
<td>80.0%</td>
<td>20.0%</td>
</tr>
<tr>
<td>P14 (9.65, 34.0)</td>
<td>40.0%</td>
<td>60.0%</td>
</tr>
<tr>
<td>Average</td>
<td>27.1%</td>
<td>74.3%</td>
</tr>
</tbody>
</table>

We choose every identity from PRCS as an adversary to attack deep re-ID. In each query, we choose an image from adversarial images as the probe image, and construct a gallery by combining 12 adversarial images from other cameras with images from 29 identities in PRCS, and 750 identities in Market1501. For Impersonation Attack, we take two identities as target for each adversary: one is randomly chosen from Market1501, and another one is chosen from PRCS. We ran 100 queries for each attack.

Experiment Results. Table 2 shows the attack results on two re-ID models under Evading Attack in digital environment. We can see that the matching probability and mAP drops significantly for both re-ID models, which demonstrate the high success rate of implementing the Evading Attack. The similarity score of the adversary’s images decreases to less than 0.5, making it hard for deep re-ID models to correctly match images of the adversary in the large gallery. Note that the attack performance on testing set is close to generating set, e.g., rank-1 accuracy from 4.2% to 0% and mAP from 7.3% to 4.4%, which demonstrates the scalability of the digital adversarial patterns when implementing attacks with unseen images.

Table 3 shows the attack results to two re-ID models under Impersonation Attack in the digital environment. In PRCS, the average rank-1 accuracy is above 85% when matching adversarial images from the generating set as a target person, which demonstrates the effectiveness of implementing the targeted attack. The patterns are less effective when targeting an identity from Market1501: the rank-1 accuracy of model A decreases to 68.0% for the generating set, and 41.7% for the testing set. We attribute it to the large variations in physical appearance and image styles between two datasets. Though, the high rank-5 accuracy and mAP demonstrate the strong capability of digital patterns to deceive target models. Note that the rank-5 accuracy and mAP decrease significantly for matching the adversary’s images across cameras, which means that the generated patterns can also cause mismatch across camera views in targeted attacks. Again, that the attack performance on testing set is close to generating set demonstrates the scalability of the adversarial patterns with unseen images.

5.3. Physical-World Evaluation

On the basis of digital-environment tests, we further evaluate our attack method in physical world. We print the adversarial pattern and attach it to the adversary’s clothes for implementing physical-world attacks.

Experiment Setup. The scene setting of physical-world tests is shown in Figure 5, where we take images of the adversary with/without the adversarial pattern in 14 testing
points with variations in distances and angles from cameras. These 14 points are sampled with a fix interval in the filed of cameras views. We omit the left-top point in our experiment due to the constraint of shooting conditions. The distance between cameras and the adversary is about from 5m to 10m for better perceiving the adversarial pattern.

We choose 5 identities as adversaries from PRCS to implement physically realizable attacks. In each query, we randomly choose the adversary’s image under a testing point as the probe image, while adding 12 adversarial images from other cameras into the gallery. Two identities are randomly chosen from Market1501 and PRCS respectively to serve as target person. 100 queries for each testing point are performed. We evaluate physical-world attacks for Evading Attack with model A, while Impersonation Attack with model B.

**Experiment Results.** Table 4 shows the physical-world attack results of 14 different testing positions with varying distances and angles from cameras. Note that ∆rank-1 denotes the drop of match probability due to adversarial patterns. Similar meanings happen to ∆mAP and ∆ss. For the Evading Attack, we can see that it significantly decreases the match probability to the adversary with the crafted adversarial pattern. The average ∆rank-1 and ∆mAP are 62.2% and 61.1%. The average of the rank-1 accuracy and mAP are 47.1% and 67.9% under Impersonation Attack, respectively. The results demonstrates the effectiveness of adversarial patterns to implement physical-world attacks in varying positions with considerable success rate.

For Evading Attack, the average rank-1 accuracy drops to 11.1% in 9 of 14 positions, which demonstrates that the generated adversarial patterns can physically attack deep re-ID systems with high success rate. Note that adversarial patterns are less effective in some testing points, e.g., P12 and P13. We attribute it to the larger angles and farther distance between these points and cameras, which makes it more difficult for cameras to perceive the patterns. For Impersonation Attack, The rank-1 accuracy for matching the adversary as the target person is 56.4% in 11 of 14 positions, which is close to the result of digital patterns targeting on Market1501. The high mAP and similarity scores when matching the adversary as the targeted person demonstrate the effectiveness of adversarial patterns to implement targeted attack in physical world. Still, there exists few points (P3, P5, P14) where the adversary has trouble to implement successful attack with adversarial patterns. Figure 6 shows examples of physical-world attacks on deep re-ID systems.

5.4. Discussion

**Black Box Attacks.** In this paper, we start with the white-box assumption to investigate the vulnerability of deep re-IDs models. Nevertheless, it would be more meaningful if we can realize adversarial patterns with black-box setting. Prior works [19, 23] demonstrated successful attacks without any knowledge of model’s internals by utilizing the transferability of adversarial examples. We will leave black-box attacks as our future work.

**AdvPattern vs. Other Approaches.** AdvPattern allows the adversary to deceive deep re-ID systems without any digital modifications of person images or any physical appearance change. Although there are simpler ways to attack re-ID systems, e.g., directly object removal in digital domain, or changing physical appearance in different camera view, we argue that our adversarial pattern is the most reasonable method because: (1) for object removal methods, it is unrealistic to control the queried image and gallery images; (2) changing physical appearance makes adversaries attractive to human supervisors.

6. Conclusion

This paper designed Evading Attack and Impersonation Attack for deep re-ID systems, and proposed advPattern for generating adversarially transformable patterns to realize adversary mismatch and target person impersonation in physical world. The extensive evaluations demonstrate the vulnerability of deep re-ID systems to our attacks.
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