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Abstract

Multispectral pedestrian detection has shown great advantages under poor illumination conditions, since the thermal modality provides complementary information for the color image. However, real multispectral data suffers from the position shift problem, i.e. the color-thermal image pairs are not strictly aligned, making one object has different positions in different modalities. In deep learning based methods, this problem makes it difficult to fuse the feature maps from both modalities and puzzles the CNN training. In this paper, we propose a novel Aligned Region CNN (AR-CNN) to handle the weakly aligned multispectral data in an end-to-end way. Firstly, we design a Region Feature Alignment (RFA) module to capture the position shift and adaptively align the region features of the two modalities. Secondly, we present a new multimodal fusion method, which performs feature re-weighting to select more reliable features and suppress the useless ones. Besides, we propose a novel RoI jitter strategy to improve the robustness to unexpected shift patterns of different devices and system settings. Finally, since our method depends on a new kind of labelling: bounding boxes that match each modality, we manually relabel the KAIST dataset by locating bounding boxes in both modalities and building their relationships, providing a new KAIST-Paired Annotation. Extensive experimental validations on existing datasets are performed, demonstrating the effectiveness and robustness of the proposed method. Code and data are available at https://github.com/luzhang16/AR-CNN.

1. Introduction

Pedestrian detection is an important research topic in computer vision field with various applications, such as video surveillance, autonomous driving, and robotics. Although great progress has been made by the deep learning based methods (e.g. [42, 53, 54, 33]), detecting the pedestrian in adverse illumination conditions, occlusions and clutter background is still a challenging problem. Recently, many works in robot vision [4, 49], facial expression recognition [9], material classification [41], and object detection [45, 11, 20, 51] show that adopting a novel modality can improve the performance and offer competitive advantages over single sensor systems. Among the sensors, thermal camera is widely used in face recognition [3, 44, 27], human tracking [30, 46] and action recognition [59, 15] for its biometric robustness. Motivated by this, multispectral pedestrian detection [24, 52, 17, 39] has attracted massive attention and provides new opportunities for around-the-clock applications, mainly due to its superiority of complementary nature between color and thermal modalities.

Challenges A common assumption of multispectral pedestrian detection is that the color-thermal image pairs are geometrically aligned [24, 52, 34, 28, 32, 18, 55]. However, the modalities are just weakly aligned in practice, which means there is the position shift between modalities, making one object has different positions on different modalities, see Figure 1(a). This position shift problem can be caused by physical properties of different sensors (e.g. parallax, mismatched resolutions and field-of-views), imperfection of alignment algorithms, external disturbance, and hardware aging. Moreover, the calibration for color-thermal cameras are tortuous, generally require particular hardware as well as special heated calibration board [26, 23, 24, 47, 8].

The position shift problem degrades the pedestrian detector in two aspects. First, features from different modalities are mismatched in the corresponding positions, which puzzles the inference. Second, it is difficult to cover the objects in both modalities with a single bounding box. In existing datasets [24, 17], the bounding box is either labelled on single modality (color or thermal) or a big bounding box is labelled to cover the objects on both modalities. This la-
bel bias will give bad supervision signals and degrade the detector especially for CNN-based methods [40, 35], where the intersection over union (IoU) overlap is used for foreground/background classification. Therefore, how to robustly localize each individual person on weakly aligned modalities remains to be a critical issue for multispectral pedestrian detectors.

**Our Contributions**

1. To the best of our knowledge, this is the first work that tackles the position shift problem in multispectral pedestrian detection. In this paper, we analyse the impacts of the position shift problem and propose a novel detection framework to merge the information from both modalities. Specifically, a novel RFA module is presented to shift and align the feature maps from two modalities. Meanwhile, the RoI jitter training strategy is adopted to randomly jitter the RoIs of the sensed modality, improving the robustness to the patterns of position shift. Furthermore, a new confidence-aware fusion method is presented to effectively merge the modality, which adaptively performs feature re-weighting to select more reliable features and depress the confusing ones. Figure 1 depicts an overview of the proposed approach.

2. To realize our method, we manually relabel the KAIST dataset and provide a novel KAIST-Paired annotation. We first filter the image pairs with original annotations and obtain 20,025 valid frames. Then 59,812 pedestrians are carefully annotated by locating the bounding boxes in both modalities and building their relationships.

3. The experimental results show that the proposed approach reduces the degradation from position shift problem and makes full use of both modalities, achieving the state-of-the-art performance on the challenging KAIST and CVC-14 dataset.

2. Related Work

**Multispectral Pedestrian Detection** As an essential step for various applications, pedestrian detection has attracted massive attention from the computer vision community. Over the years, extensive features and algorithms have been proposed, including both traditional detectors [14, 12, 38, 56] and the lately dominated CNN-based detectors [37, 22, 1, 50, 58]. Recently, multispectral data have shown great advantages, especially for the all-day vision [25, 7, 8]. Hence the release of large-scale multispectral pedestrian benchmarks [24, 17] is encouraging the research community to advance the state-of-the-art by efficiently exploiting multispectral input data. Hwang et al. [24] propose an extended ACF method, leveraging aligned color-thermal image pairs for around-the-clock pedestrian detection. With the recent development of deep learning, the CNN-based methods [52, 48, 6, 55, 19, 32] significantly improve the multispectral pedestrian detection performances. Liu et al. [34] adopt the Faster R-CNN architecture and analyze different fusion stages within the CNN. König et al. [28] adapt the Region Proposal Network (RPN) and Boosted Forest (BF) framework for multispectral input data. Xu et al. [52] design a cross-modal representation learning framework to overcome adverse illumination conditions.

However, most existing methods are employed under the full alignment assumption, hence directly fuse features of different modalities in the corresponding pixel position. This not only hinders the usage of the weakly aligned dataset (e.g. CVC-14 [17]), but also restricts the further development of multispectral pedestrian detection, which is worthy of attention but still exhibits a lack of study.

**Weakly Aligned Image Pair** Weakly aligned image pair is a common phenomenon in multispectral data, since images from different modalities are usually collected and processed independently. A common paradigm to address this problem is to conduct image registration (i.e. spatial alignment) [60, 2, 10, 36] as preprocessing. It geometrically aligns two images: the reference and sensed images, which can be considered as an image-level solution for the position shift problem. The standard registration includes four typical processes: feature detection, mapping function design, feature matching, and image transformation and resampling. Though well-established, the image registration mainly focuses on the low-level transformation of the whole image, which actually introduces time-consuming preprocessing and disenables the CNN-based detector to be trained in an end-to-end way.
3. Motivation

To provide insights into the position shift problem in weakly aligned image pairs, we start with our analysis of the KAIST [24] and CVC-14 [17] multispectral pedestrian dataset. Then we experimentally study how the position shift problem impacts the detection performance.

3.1. Important Observations

From the multispectral image pairs and the corresponding annotations in the KAIST and CVC-14 dataset, several issues can be observed.

Weakly Aligned Features As illustrated in Figure 2(a), the weakly aligned color-thermal image pairs suffer from position shift problem, which makes it unreasonable to directly fuse the feature maps of different modalities.

Localization Bias Due to the position shift problem, the annotation must be refined to match both modalities, see Figure 2(a). One way is to adopt larger bounding boxes, encompassing pedestrians of both modalities, but generating too big bounding boxes for each modality. Another remedy is to only focus on one particular modality, while introducing bias for another modality.

Unpaired Objects Since the image pair of two modalities may have different field-of-views due to bad camera synchronization and calibration, some pedestrians exist in one modality but are truncated/lost in another, see Figure 2(b). Specifically, 12.5% (2,245 of 18,017) of bounding boxes are unpaired in the CVC-14 [17] dataset.

3.2. How the Position Shift Impacts?

To quantitatively evaluate how the position shift problem influences the detection performance, we conduct experiments on the relatively well-aligned KAIST dataset by manually simulating the position shift.

Baseline Detector We build our baseline detector based on the adapted Faster R-CNN [57] framework and adopt the halfway fusion settings [34] for multispectral pedestrian detection. To mitigate the negative effect of harsh quantization on localization, we use RoIAlign [21] instead of the standard RoIPool [40] for the region feature pooling process. Our baseline detector is solid: it has 15.18 MR on the KAIST reasonable test set, 10.97 better than the 26.15 reported in [34, 32].

Robustness to Position Shift In the testing phase, we fix the thermal image but spatially shift the color image along x-axis and y-axis. The shift pixel is selected in \{ (\Delta x, \Delta y) \mid \Delta x, \Delta y \in [-6, 6]; \Delta x, \Delta y \in \mathbb{Z} \}, which contains a total of 169 shift modes. As shown in Figure 3(a) and Table 1, the performance dramatically drops as the absolute shift values increase. Especially, the worst case \((\Delta x, \Delta y) = (-6, 6)\) suffers \(-65.3\%\) relative performance decrement, i.e. from 15.18 MR to 25.10 MR. Interestingly, when the image is shifted to a specific direction \((\Delta x = 1, \Delta y = -1)\), a better result is achieved (15.18 MR to 14.68 MR), which indicates that we can improve the performance by appropriately handling the position shift problem.

<table>
<thead>
<tr>
<th>(\Delta MR %))</th>
<th>(\Delta x)</th>
<th>(\Delta y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-6</td>
<td>-6.55</td>
<td>7.19</td>
</tr>
<tr>
<td>-4</td>
<td>2.62</td>
<td>2.41</td>
</tr>
<tr>
<td>-1</td>
<td>0.31</td>
<td>0.19</td>
</tr>
<tr>
<td>0</td>
<td>0.14</td>
<td>0.25</td>
</tr>
<tr>
<td>1</td>
<td>0.49</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 1. Numerical results of the position shift experiments. The scores are corresponding with the results in Figure 3(a). Result in the origin is highlighted in blue, \(\downarrow\) refers to performance drop and \(\uparrow\) on the contrary.
4. The Proposed Approach

This section introduces the proposed KAIST-Paired annotation (Section 4.1) and Aligned Region CNN. The architecture of AR-CNN is shown in Figure 5, which consists of the region feature alignment module (Section 4.2), the RoI jitter training strategy (Section 4.3) and the confidence-aware fusion step (Section 4.4).

4.1. KAIST-Paired Annotation

In order to address the position shift problem, we first manually annotate the color-thermal bounding boxes pairs on each modality by the following principles:

- Localizing both modalities. The pedestrians are localized in both color and thermal images, aiming to clearly indicate the object locations on each modality.
- Adding relationships. A unique index is assigned to each pedestrian, indicating the pairing information between modalities.
- Labelling the unpaired objects. The pedestrians that only appear in one modality are labelled as “unpaired” to identify such situation.
- Extreme case. If the image quality of one modality is beyond human vision, e.g. color image under extremely bad illumination, we make the bounding box of color modality consistent with that in the thermal modality.

Statistics of KAIST-Paired annotation From the new KAIST-Paired annotation, we can get the statistics information of shift distance in the original KAIST dataset. As illustrated in Figure 4(a), more than half of the bounding boxes have the position shift problem, and the shift distance mostly ranges from 0 to 10 pixels.

4.2. Region Feature Alignment

In this subsection, we propose the Region Feature Alignment (RFA) module to predict the shift between two modalities. Note that the position shift is not simply affine transformation and depends on the cameras. Furthermore, the shift distance varies from pixels to pixels, always small in the center and large in the edge. As a result, the shift prediction and alignment process is performed in a region-wise way.

Reference and Sensed Modality We introduce the concept of the reference and sensed [60, 2] image into the multispectral setting. In our implementation, we select the thermal image as the reference modality and the color image as the sensed modality. During training, we fix the reference modality and perform the learnable feature-level alignment and RoI jitter process on the sensed one.

Proposals Generation As illustrated in Figure 5, we utilize the Region Proposal Network (RPN) to generate numerous proposals. We aggregate the proposals from both reference feature map (Conv4$r$) and sensed feature map (Conv4$_s$) to keep a high recall rate.

Alignment Process The concrete connection scheme of the RFA module is shown in Figure 6. Firstly, given several proposals, this module enlarges contextual ROIs to encompass sufficient information of regions. For each modality, the contextual region features are pooled into a small feature map with a fixed spatial extent of $H \times W$ (e.g. $7 \times 7$). Secondly, the feature map from each modality is then concatenated to get the multimodal representation. From this representation, two consecutive fully connected layers are used to predict the shift targets ($i.e.$ $t_x$ and $t_y$) of this region, so that the new coordinates of the sensed region is predicted. Finally, we re-pool the sensed feature map on the new region to get aligned feature representation with the reference modality. Since we have access to the annotated bounding boxes pairs on both modalities, the ground truth shift targets of the two region features can be calculated as follow:

$$t_x^* = (x_s - x_r)/w_r \quad t_y^* = (y_s - y_r)/h_r$$

(1)

In Equation 1, $x$, $y$ denote the center coordinates of the box, $w$ and $h$ indicate the width and height of the box. Variables $x_s$, $y_r$ are for the sensed and reference ground truth box respectively, $t_x^*$ is the shift target for $x$ coordinate, and likewise for $y$.

Multi-task Loss Similar to Fast R-CNN [16], we use the smooth L1 loss as the regression loss to measure the accuracy of predicted shift targets, $i.e.$,

$$L_{shift}(\{p_i^r\}; \{t_i\}; \{t_i^*\}) = \frac{1}{N_{shift}} \sum_{i=1}^{n} p_i \text{smoothL1}(t_i - t_i^*)$$

(2)

where $i$ is the index of RoI in a mini-batch, $t_i$ is the predicted shift target, $p_i^r$ and $t_i^*$ are the associated ground truth class label (pedestrian $p_i^r = 1$ vs. background $p_i^r = 0$) and shift target of the i-th sensed RoI. $N_{shift}$ is the total number of ground truth objects to be aligned ($i.e.$ $N_{shift} = n$). For each training example, we minimize an objective function.
Figure 5. The network structure of Aligned Region CNN (AR-CNN). We adopt the two-stream framework to deal with color-thermal inputs. Given a pair of images, numerous proposals are generated and aggregated by the Region Proposal Network, then the Region Feature Alignment module is introduced to align the region features. After alignment, the region features of color and thermal feature maps are pooled respectively, then the confidence-aware fusion method is performed.

Figure 6. Connection scheme of the RF A module. RF denotes region feature and ⊕ refers to channel concatenation. The cross-modal region feature is fed into two fully-connected layers to predict this region’s shift between two modalities.

of Fast R-CNN which is defined as follow:

\[
L(\{p_i\}, \{t_i\}, \{g_i\}, \{p^*_i\}, \{t^*_i\}, \{g^*_i\}) = L_{cls}(\{p_i\}, \{p^*_i\}) + \lambda L_{shift}(\{p^*_i\}, \{t_i\}, \{t^*_i\}) + L_{reg}(\{p^*_i\}, \{g_i\}, \{g^*_i\})
\]

(3)

where \(p_i\) and \(g_i\) are the predicted confidence and coordinates of the pedestrian, \(p^*_i\) and \(g^*_i\) are the associated ground truth label and the reference ground truth coordinates. Here the two terms \(L_{shift}\) and \(L_{reg}\) are weighted by a balancing parameter \(\lambda\). In our current implementation, we set \(\lambda = 1\), and thus the two terms are roughly equally weighted. For the RPN module, the loss function is defined as in the literature [40].

4.3. RoI Jitter Strategy

In reality, the shift patterns are unexpected due to the changes of devices and system settings. To improve the robustness to shift patterns, we propose a novel RoI jitter strategy to augment the shift modes. Specifically, the RoI jitter introduces stochastic disturbances to the sensed RoIs and shifts the targets of RFA accordingly, which enriches the patterns of position shift in the training process, as shown in Figure 7.

The jitter targets are randomly generated from a normal distribution,

\[
t^i_x, t^i_y \sim N(0, \sigma^2_{0}; 0, \sigma^2_{1}; 0)
\]

(4)

where \(t^i\) denotes jitter targets of x-axis and y-axis, and \(\sigma\) is the hyperparameter of the radiation extent of jitter. After, the RoI jitters to the RoI by using the inverse process of bounding box transformation of Equation 1.
Mini-batch Sampling While training the CNN-based detector, a small set of samples is randomly selected. We consistently define the positive and negative examples with respect to the reference modality, since the RoI jitter process is only performed on the sensed modality. Specifically, the RoI pair is treated as positive if the reference RoI has the IoU overlap with reference ground truth box greater than 0.5, and negative if the IoU is between 0.1 and 0.5.

4.4. Confidence-Aware Fusion

In around-the-clock operation, modalities provide variational qualities of information: the color data is discriminable at day time but fades at night; the thermal data presents clear human shape throughout the day and night while loses fine visual details (e.g. clothing). The naive fusion of features from different modalities is not appropriate since we want the detector to pay more attention to reliable modality. To this end, we propose a confidence-aware fusion method to make full use of the characteristics between two different modalities via re-weighting their features, and select the more informative features while suppressing less useful ones.

As shown in Figure 8, the confidence-aware module has a two-stream architecture and fuses the feature maps from different modalities. This module adds a branch for each modality, which is composed of two fully connected layers for the confidence prediction. We calculate two confidence weights: \( W_r = |p^1 - p^0| \), \( W_s = |p^2 - p^0| \), in which \( p^1 \) and \( p^2 \) denote the probability of pedestrian and background, \( r \) and \( f \) refer to the reference and sensed modality, respectively. Then, we use multiplication to perform feature re-weighting (see Figure 8) on the input feature maps to select more reliable features for estimation.

Unpaired Objects During training, since the unpaired objects only exist in one modality, treating them as either background or foreground will lead to ambiguous classification. To mitigate this feature ambiguity, we calculate a disagreement weight, \( W_d = 1 - |p^1 - p^2| = 1 - |p^0 - p^0| \), and perform re-weighting on the sensed features, i.e. the sensed feature will be depressed if it provides a contradictory prediction with the reference modality.

5. Experiments

In this section, we conduct several experiments on the KAIST [24] and CVC-14 [17] dataset. We set the more reliable thermal input as the reference image and color input as the sensed one, the opposite configuration is discussed in the supplementary material. All methods are evaluated on the “reasonable” setup [13].

5.1. Dataset

KAIST The popular KAIST dataset [24] contains 95,328 color and thermal image pairs with 103,128 dense annotations and 1,182 unique pedestrians. It is recorded in various scenes at day and night to cover the changes in light conditions. Detection performance is evaluated on the test set, which consists of 2,252 frames sampled every 20th frame from videos.

CVC-14 The CVC-14 dataset [17] contains visible (grayscale) plus thermal video sequences, captured by a car traversing the streets at 10 FPS during day and night time. The training and testing set contains 7,085 and 1,433 frames, respectively. Note that even with post-processing, the cameras are still not well calibrated. As a result, annotations are individually provided in each modality. It is worth noting that the CVC-14 dataset has a more serious position shift problem, see Figure 4(b), which makes it difficult for state-of-the-art methods to use the dataset [52, 32, 18, 55, 5].

5.2. Implementation Details

Our AR-CNN detector uses VGG-16 [43] as the backbone network, which is pre-trained on the ILSVRC CLS-LOC dataset [29]. We set the \( \sigma_0 \) and \( \sigma_1 \) of RoI jitter to 0.05 by default, which can be adjusted to handle wider or narrower misalignment. All the images are horizontally flipped for data augmentation. We train the detector for 2 epochs with the learning rate of 0.005 and decay it by 0.1 for another 1 epoch. The network is optimized using the Stochastic Gradient Descent (SGD) algorithm with 0.9 momentum and 0.0005 weight decay. Multi-scale training and testing are not applied to ensure fair comparisons with other methods.

As for evaluation, the log miss rate averaged over the false positives per image (FPPI) range of \([10^{-2}, 10^{0}]\) (MR) is calculated to measure the detection performance, the lower score indicates better performance. Since there are
Table 2. Comparisons with the state-of-the-art methods on the KAIST dataset. Besides the MR protocol, we also evaluate the detectors on MR$^C$ and MR$^T$ in the KAIST-Paired annotation.

<table>
<thead>
<tr>
<th>Method</th>
<th>MR</th>
<th>MR$^C$</th>
<th>MR$^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day</td>
<td>Night</td>
<td>All</td>
</tr>
<tr>
<td>ACF+T+THOG (optimized) [24]</td>
<td>29.59</td>
<td>34.98</td>
<td>31.34</td>
</tr>
<tr>
<td>Fusion RPN+BF [28]</td>
<td>16.49</td>
<td>15.15</td>
<td>15.91</td>
</tr>
<tr>
<td>Adapted Halfway Fusion</td>
<td>15.36</td>
<td>14.99</td>
<td>15.18</td>
</tr>
<tr>
<td>IAF-RCNN [32]</td>
<td>14.55</td>
<td>18.26</td>
<td>15.73</td>
</tr>
<tr>
<td>IATDNN+IAMSS [18]</td>
<td>14.67</td>
<td>15.72</td>
<td>14.95</td>
</tr>
<tr>
<td>MSDS-RCNN [31]</td>
<td>10.60</td>
<td>13.73</td>
<td>11.63</td>
</tr>
<tr>
<td>AR-CNN (Ours)</td>
<td>9.94</td>
<td>8.38</td>
<td>9.34</td>
</tr>
</tbody>
</table>

Table 3. Pedestrian detection results on the CVC-14 dataset. MR is used to compare the performance of detectors. The first column refers to input modalities of the approach. We use the reimplementation of ACF, Faster R-CNN, MACF, and Halfway Fusion in literature [39].

Table 3. Pedestrian detection results on the CVC-14 dataset. MR is used to compare the performance of detectors. The first column refers to input modalities of the approach. We use the reimplementation of ACF, Faster R-CNN, MACF, and Halfway Fusion in literature [39].

Table 3. Pedestrian detection results on the CVC-14 dataset. MR is used to compare the performance of detectors. The first column refers to input modalities of the approach. We use the reimplementation of ACF, Faster R-CNN, MACF, and Halfway Fusion in literature [39].

5.3. Comparison Experiments

**KAIST.** We evaluate our approach and conduct comparisons with other published methods, as illustrated in Table 2. Our proposed approach achieves 9.94 MR, 8.38 MR, and 9.34 MR on the reasonable day, night, and all-day subset respectively, better than other available competitors (i.e. [24, 34, 28, 32, 18, 55]). Besides, in consideration of the position shift problem, we also evaluate the state-of-the-art methods with the KAIST-Paired annotation, i.e. log-average miss rate associated with color modality (MR$^C$) and thermal modality (MR$^T$). From Table 2 we can see that our AR-CNN detector has greater advantages, i.e. 8.86 vs. 11.28 MR$^C$ and 8.26 vs. 12.51 MR$^T$, demonstrating the superiority of the proposed approach.

**CVC-14.** We follow the protocol in [39] to conduct the experiments. Table 3 shows that the AR-CNN outperforms all state-of-the-art methods, especially on the night subset (18.1 vs. 30.8 MR). This validates the contribution of thermal modality, and demonstrates the performance can be significantly boosted by correctly utilizing the weakly aligned modalities.

5.4. Robustness to Position Shift

Following the settings in Section 3.2, we test the robustness of AR-CNN to position shift by evaluating the MR$^T$ on KAIST dataset. Figure 3(b) depicts the visual results by a surface plot. Compared to the baseline results in Figure 3(a), it can be observed that the robustness to position shift is significantly enhanced, with the overall performance improved. To further evaluate the robustness, we design four position shift modes, which range from 0° to 135°. The mean and standard deviation of those 21 results are calculated and

$$\Delta x$$ and $$\Delta y$$ denote the shift pixels, which are selected in the following sets:

- $$S^{0°} = \{ (\Delta x, \Delta y) | \Delta y = 0, \Delta x \in [-10, 10]; \Delta x \in \mathbb{Z} \}$$
- $$S^{45°} = \{ (\Delta x, \Delta y) | \Delta x = \Delta y, \Delta x \in [-10, 10]; \Delta x \in \mathbb{Z} \}$$
- $$S^{90°} = \{ (\Delta x, \Delta y) | \Delta x = 0, \Delta y \in [-10, 10]; \Delta y \in \mathbb{Z} \}$$
- $$S^{135°} = \{ (\Delta x, \Delta y) | \Delta x = -\Delta y, \Delta y \in [-10, 10]; \Delta y \in \mathbb{Z} \}$$
shown in Table 4. It can be observed that our AR-CNN detector achieves the best mean performance and the smallest standard deviation on all metrics, demonstrating the robustness of the proposed approach under diverse position shift conditions.

5.5. Ablation Study

In this section, we perform ablation experiments on the KAIST dataset for a detailed analysis of our AR-CNN detector. All the ablated detectors are trained using the same setting of parameters.

Region Feature Alignment Module. To demonstrate the contribution of the RFA module, we evaluate the performance with and without RFA in Table 4. We find the RFA remarkably reduces the MR\(^T\) and the standard deviation under diverse position shift conditions. Specifically, for \(S^{45\degree}\), the standard deviation is reduced by a significant 8.53 (from 9.77 to 1.24), and consistent reduction is also observed on the other three metrics.

RoI Jitter Strategy. Based on the RFA module, we further add the RoI jitter strategy and evaluate its contribution. As shown in Table 4, the RoI jitter further reduces the mean and standard deviation of results and achieves 9.87 MR\(^T\) at the origin. Besides, we can see that RoI jitter works more on standard deviation than the performance, which demonstrates that it improves the robustness to shift patterns.

Confidence-Aware Fusion Method. To validate the effectiveness of the confidence-aware fusion method, we compared performance with and without it. As shown in Table 4, the newly added confidence-aware fusion method slightly depresses the standard deviation, and further reduces MR\(^T\) at the origin by 1.61. This demonstrates that the detection performance can be further improved by confidence-aware fusion, since it helps the network to select more reliable features for adaptive fusion.

6. Conclusion

In this paper, a novel Aligned Region CNN method is proposed to alleviate the negative effects of position shift problem in weakly aligned image pairs. Specifically, we design a new region feature alignment module, which predicts the position shift and aligns the region features between modalities. Besides, an RoI jitter training strategy is adopted to further improve the robustness to random shift patterns. Meanwhile, we present a novel confidence-aware fusion method to enhance the representation ability of fused feature via adaptively re-weighting the features. To realize our method, we relabel the large-scale KAIST dataset by locating the bounding boxes in both modalities and building their relationships. Our model is trained in an end-to-end fashion and achieves state-of-the-art accuracy on the challenging KAIST and CVC-14 dataset. Furthermore, the detector robustness to position shift is improved with a large margin. It is also worth noting that our method is a generic solution for multispectral object detection rather than only the pedestrian problem. In the future, we plan to explore the generalization of the AR-CNN detector and extend it to other tasks, considering this weakly aligned characteristic is widespread and hard to completely avoid when multimodal inputs are required.
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<table>
<thead>
<tr>
<th>Method</th>
<th>(S^{0\degree})</th>
<th>(S^{45\degree})</th>
<th>(S^{90\degree})</th>
<th>(S^{135\degree})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(O)</td>
<td>(\mu)</td>
<td>(\sigma)</td>
<td>(\mu)</td>
</tr>
<tr>
<td>Halfway Fusion [34]</td>
<td>25.51</td>
<td>33.73</td>
<td>7.17</td>
<td>36.25</td>
</tr>
<tr>
<td>Fusion RPN [28]</td>
<td>21.43</td>
<td>30.12</td>
<td>7.13</td>
<td>31.69</td>
</tr>
<tr>
<td>Adapted Halfway Fusion</td>
<td>15.59</td>
<td>23.44</td>
<td>7.49</td>
<td>26.91</td>
</tr>
<tr>
<td>CIAN [55]</td>
<td>14.68</td>
<td>23.64</td>
<td>7.69</td>
<td>24.07</td>
</tr>
<tr>
<td>RFA</td>
<td>12.94</td>
<td>21.05</td>
<td>7.10</td>
<td>15.80</td>
</tr>
<tr>
<td>AR-CNN ✓</td>
<td>10.90</td>
<td>11.91</td>
<td>2.81</td>
<td>12.38</td>
</tr>
<tr>
<td>✓ ✓</td>
<td>9.87</td>
<td>11.17</td>
<td>1.20</td>
<td>11.84</td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td>8.26</td>
<td>9.34</td>
<td>0.95</td>
<td>9.73</td>
</tr>
</tbody>
</table>

Table 4. Quantitative results of the robustness of detectors to position shift on the KAIST dataset. \(O\) denotes the MR\(^T\) score at the origin, \(\mu, \sigma\) represents the mean and standard deviation of MR\(^T\) scores respectively. In this testing, we reimplement the ACF+T+THOG, Halfway Fusion and Fusion RPN, and use the model provided in [55] and [31] for CIAN and MSDS-RCNN.
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