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Abstract

Accurate multi-organ abdominal CT segmentation is essential to many clinical applications such as computer-aided intervention. As data annotation requires massive human labor from experienced radiologists, it is common that training data are partially labeled, e.g., pancreas datasets only have the pancreas labeled while leaving the rest marked as background. However, these background labels can be misleading in multi-organ segmentation since the “background” usually contains some other organs of interest. To address the background ambiguity in these partially-labeled datasets, we propose Prior-aware Neural Network (PaNN) via explicitly incorporating anatomical priors on abdominal organ sizes, guiding the training process with domain-specific knowledge. More specifically, PaNN assumes that the average organ size distributions in the abdomen should approximate their empirical distributions, prior statistics obtained from the fully-labeled dataset. As our training objective is difficult to be directly optimized using stochastic gradient descent, we propose to reformulate it in a min-max form and optimize it via the stochastic primal-dual gradient algorithm. PaNN achieves state-of-the-art performance on the MICCAI2015 challenge “Multi-Atlas Labeling Beyond the Cranial Vault”, a competition on organ segmentation in the abdomen. We report an average Dice score of 84.97\%, surpassing the prior art by a large margin of 3.27\%.

1. Introduction

This work focuses on multi-organ segmentation in abdominal regions which contain multiple organs such as liver, pancreas and kidneys. The segmentation of internal structures on medical images, e.g., CT scans, is an essential prerequisite for many clinical applications such as computer-aided diagnosis, computer-aided intervention and radiation therapy. Compared with other internal structures such as heart or brain, abdominal organs are much more difficult to segment due to the morphological and structural complexity, low contrast of soft tissues, etc.

With the development of deep convolutional neural networks (CNNs), many medical image segmentation problems have achieved satisfactory results only when full-supervision is available \cite{33, 32, 45, 41, 30, 4}. Despite the recent progress, the annotation of medical radiology images is extremely expensive, as it must be handled by experienced radiologists and carefully checked by additional experts. This results in the lack of high-quality labeled training data. More critically, how to efficiently incorporate domain-specific expertise (e.g., anatomical priors) with segmentation models \cite{10, 25}, such as organ shape, size, remains an open issue.

Our key observation is that, in medical image analysis domain, instead of scribbles \cite{17, 36, 37}, points \cite{3} and image-level tags \cite{26, 27, 40}, there exists a considerable number of datasets in the form of abdominal CT scans \cite{31, 33, 34}. To meet different research goals or practical usages, these datasets are annotated to target different organs (a subset of abdominal organs), e.g., pancreas datasets \cite{31} only have the pancreas labeled while leaving the rest marked as background.
The aim of this work is to fully leverage these existing partially-annotated datasets to assist multi-organ segmentation, which we refer to as partial supervision. To address the challenge of partial supervision, an intuitive solution is to simply train a segmentation model directly on both the labeled data and the partially-labeled data in the semi-supervised manner [29, 2, 26]. However, it fails to take advantages of the fact that medical images are naturally more constrained compared with natural images [24]; 2) is intuitively misleading as it treats the unlabeled pixels/voxels as background. To overcome these issues, we propose a Prior-aware Neural Network (PaNN) to handle such background ambiguity via incorporating prior knowledge on organ size distributions. We achieve this via a prior-aware loss, which acts as an auxiliary and soft constraint to regularize that the average output size distributions of different organs should approximate their prior proportions. Based on the anatomical similarities (Fig. 1) across different patient scans [10, 25, 15], the prior proportions are estimated by statistics from the fully-labeled data. The overall pipeline is illustrated in Fig. 2. It is important to note that the training objective is hard to be directly optimized using stochastic gradient descent. To address this issue, we propose to formulate our objective in a min-max form, which can be well optimized via the stochastic primal-dual gradient algorithm [20]. To summarize, our contributions are three-fold:

1) We propose Prior-aware Neural Network, which incorporates domain-specific knowledge from medical images, to facilitate multi-organ segmentation via using partially-annotated datasets.
2) As the training objective is difficult to be directly optimized using stochastic gradient descent, it is essential to reformulate it in a min-max form and optimize via stochastic primal-dual gradient [20].
3) PaNN significantly outperforms previous state-of-the-arts even using fewer annotations. It achieves 84.97% on the MICCAI2015 challenge “Multi-Atlas Labeling Beyond the Cranial Vault” in the free competition for organ segmentation in the abdomen.

2. Related Work

Currently, the most successful deep learning techniques for semantic segmentation stem from a common forerunner, i.e., Fully Convolutional Network (FCN) [21]. Based on FCN, many recent advanced techniques have been proposed, such as DeepLab [5, 6, 7], SegNet [1], PSPNet [43], RefineNet [18], etc. Most of these methods are based on supervised learning, hence requiring a sufficient number of labeled training data to train. To cope with scenarios where supervision is limited, researchers begin to investigate the weakly-supervised setting [26, 27, 9], e.g., only bounding-boxes or image-level labels are available, and the semi-supervised setting [26, 35], i.e., unlabeled data are used to enlarge the training set. Papandreou et al. [26] propose EM-Adapt where the pseudo-labels of the unknown pixels are estimated in the expectation step and standard SGD is performed in the maximization step. Souly et al. [35] demonstrate the usefulness of generative adversarial networks for semi-supervised segmentation.

In the medical imaging domain, it becomes more intractable to acquire sufficient labeled data due to the difficulty of annotation, as the annotation has to be done by experts. Although fully-supervised methods (e.g., UNet [30], VoxResNet [4], DeepMedic [14], 3D-DSN [11], HNN [32]) have achieved remarkable performance improvement in
tasks such as brain MR segmentation, abdominal single-organ segmentation and multi-organ segmentation, semi- or weakly-supervised learning is still a far more realistic solution. For example, Bai et al. [2] proposed an EM-based iterative method, where a CNN is alternately trained on labeled and post-processed unlabeled sets. In [42], supervised and unsupervised adversarial costs are involved to address semi-supervised gland segmentation. DeepCut [29] shows that weak annotations such as bounding-boxes in medical image segmentation can also be utilized by performing an iterative optimization scheme like [26].

However, these methods fail to capture the anatomical priors [19]. Inclusion of priors in medical imaging could potentially have much more impact compared with their usage in natural images since anatomical objects in medical images are naturally more constrained in terms of shape, location, size, etc. Some recent works [10, 25] demonstrate that these priors can be learned by a generative model. But these methods will induce heavy computational overhead. Kervadec et al. [15] proposed that directly imposing inequality constraints on sizes is also an effective way of incorporating anatomical priors. Unlike these methods, we propose to learn from partial annotations by embedding the abdominal region statistics in the training objective, which requires no additional training budget.

3. Prior-aware Neural Network

Our work aims to address the multi-organ segmentation problem with the help of multiple existing partially-labeled datasets. Given a CT scan where each element indicates the Hounsfield Unit (HU) of a voxel, the goal is to find the predicted labelmap of each pixel/voxel.

3.1. Partial Supervision

We consider a new supervision paradigm, i.e., partial supervision, for multi-organ segmentation. This is motivated by the fact that there exists a considerable number of datasets with only one or a few organs labeled in the form of abdominal CT scans [31, 33, 34] in medical image analysis, which can serve as partial supervision for multi-organ segmentation (see the list in the supplementary material). Based on domain knowledge, our approach assumes the following characteristics of the datasets which are common in medical image analysis. First, the scanning protocols of medical images are well standardized, e.g., brain, head and neck, chest, abdomen, and pelvis in CT scans, which means that the internal structures are consistent in a limited range according to the scanning protocol (see Fig. 1). Second, internal organs have anatomical and spatial relationships such as gastrointestinal track, i.e., stomach, duodenum, small intestine, and colon are connected in a fixed order. The partially-supervised setting can be formally defined as below. Given a fully-labeled dataset $S_L = \{I_L, Y_L\}$ with the annotation $Y_L$ known and $T$ partially-labeled datasets $S_p = \{S_{p_1}, S_{p_2}, \ldots, S_{p_T}\}$ with the $t$-th dataset defined as $S_{p_t} = \{I_{p_t}, Y_{p_t}\}$. $L = \{1, 2, \ldots, n_L\}$ and $P_t = \{1, 2, \ldots, n_{P_t}\}$ denote the image indices for $S_t$ and $S_{p_t}$, respectively. For each element $y_{ij} \in Y_L$, $y_{ij}$ denotes the annotation of the $j$-th pixel in the $i$-th image $I_i \in I_p$, and is selected from $L$, where $L$ denotes the abdominal organ space, i.e., $L = \{\text{spleen, pancreas, liver, \ldots}\}$. For the $t$-th partially-labeled dataset $S_{p_t}$, $y_{ij} \in Y_{p_t}$ is selected from $L_{p_t} \subseteq L$. In 2D-based segmentation models, the $i$-th input $I_i$ is a cropped 2D image from either Axial, Coronal or Sagittal view of the whole CT scan [45, 32, 44, 39]. In 3D-based segmentation models, $I_i$ is a cropped 3D patch from the whole CT volume [8, 22]. Note that semi-supervision and fully-supervision are two extreme cases of partial supervision, when the set of partial labels is an empty set ($L_{p_t} = \emptyset$) and is equal to the complete set ($L_{p_t} = L$), respectively.

A naive solution is to simply train a segmentation network from both the fully-labeled data and the partially-labeled data and alternately update the network parameters and the segmentations (pseudo-labels) for the partially-labeled data [44, 2]. While these EM-like approaches have achieved significant improvement compared with fully-supervised methods, they require high-quality pseudo-labels and fail to explicitly incorporate anatomical priors on shape or size.

To address this issue, we propose a Prior-aware Neural Network (PaNN), aiming at explicitly embedding anatomical priors without incurring any additional budget. More specifically, the anatomical priors are enforced by introducing an additional penalty which acts as a soft constraint to regularize that the average output distributions of organ sizes should mimic their empirical proportions. This prior is obtained by calculating the organ size statistics of the fully-labeled dataset. An overview of the overall framework is shown in Fig. 2, and the detailed training procedures will be introduced in the following sections.

3.2. Prior-aware Loss

Consider a segmentation network parameterized by $\Theta$, which outputs probabilities $p$. Let $q \in \mathbb{R}^{|L|+1}$ be the label distribution in the fully-labeled dataset, with $q_l$ describing the proportion of the $l$-th label (organ). Then, we estimate the average predicted distribution of the pixels in the partially-labeled datasets as

$$\bar{p} = \frac{1}{N} \sum_{t=1}^{T} \sum_{i \in I_p} \sum_{j} p_{ij},$$

where $p_{ij} = \{p_{ij}^0, p_{ij}^1, \ldots, p_{ij}^{|L|}\}$ denotes the probability vector of the $j$-th pixel in the $i$-th input slice $I_i$, and $N$ is the total number of pixels/voxels. Recall that $T$ is the total number of partially-labeled datasets.
To embed the prior knowledge, the prior-aware loss is defined as
\[
\text{KL}_{\text{marginal}}(\mathbf{q} | \bar{\mathbf{p}}) \triangleq \sum_{l} \text{KL}(q_{l} | \bar{p}_{l}) \\
= \sum_{l} (q_{l} \log \bar{p}_{l} + (1 - q_{l}) \log (1 - \bar{p}_{l})) + \text{const} \\
= -\{\mathbf{q} \log \bar{\mathbf{p}} + (1 - \mathbf{q}) \log (1 - \bar{\mathbf{p}})\} + \text{const},
\]
which measures the matching probability of the two distributions \(\mathbf{q}\) and \(\bar{\mathbf{p}}\) via Kullback-Leibler divergence. Note that each class is treated as one vs. rest when calculating the matching probabilities. Therein, the rationale of Eq. (2) is that the output distributions \(\bar{\mathbf{p}}\) of different organ sizes should approximate their empirical marginal proportions \(\mathbf{q}\), which generally reflects the domain-specific knowledge.

Note that \(\mathbf{q}\) is a global estimation of label distribution of the fully-labeled training data, which remains unchanged. Consequently, \(H(\mathbf{q})\) is constant which can be omitted during the network training. Nevertheless, we observe that it is still problematic to directly apply stochastic gradient descent, as we will detail in Sec. 3.3.

Specifically in our case, our final training objective is
\[
\min_{\Theta, Y_{p}} \mathcal{J}_{L}(\Theta) + \lambda_{1} \mathcal{J}_{P}(\Theta, Y_{p}) + \lambda_{2} \mathcal{J}_{C}(\Theta), \tag{3}
\]
where \(\mathcal{J}_{L}(\Theta)\) and \(\mathcal{J}_{P}(\Theta, Y_{p})\) are the cross entropy loss on the fully-labeled data and the partially-labeled data, respectively. And \(Y_{p}\) denotes the computed pseudo-labels as well as existing partial labels from the partially-labeled dataset(s). Note that the prior-aware loss \(\mathcal{J}_{C}\) is used as a soft global constraint to stabilize the training process. Concretely, \(\mathcal{J}_{L}(\Theta)\) is defined as
\[
\mathcal{J}_{L} = -\frac{1}{N} \sum_{i \in L} \sum_{j} \sum_{l=0}^{|L|} \mathbb{1}(y_{ij} = l) \log p_{ij}^{l}, \tag{4}
\]
where \(p_{ij}^{l}\) denotes the softmax probability of the \(j\)-th pixel in the \(i\)-th image to the \(l\)-th category. \(\mathcal{J}_{P}(\Theta, Y_{p})\) is given by
\[
\mathcal{J}_{P} = -\frac{1}{N} \sum_{t=1}^{T} \sum_{i \in \mathcal{L}_{p}} \sum_{j} \sum_{l=0}^{|L|} \{\mathbb{1}(y_{ij} = l) \log p_{ij}^{l} \} + \mathbb{1}(y_{ij} = \mathcal{L}_{p}) \log p_{ij}^{l}, \tag{5}
\]
where the first term corresponds to the pixels with their labels \(Y_{p}\) given, i.e., \(y_{ij} \in \mathcal{L}_{p}\). The second term corresponds to unlabeled background pixels, and \(Y_{p}\) needs to be estimated during the model training as a kind of pseudo-supervision, i.e., \(y_{ij} \in \mathcal{L} - \mathcal{L}_{p}\).

### 3.3. Derivation

By substituting Eq. (1) into Eq. (2) and expanding \(\mathbf{q}, \bar{\mathbf{p}}\) into scalars, we rewrite Eq. (2) as
\[
\mathcal{J}_{C} = -\sum_{t=0}^{|L|} \frac{1}{N} \sum_{t=1}^{T} \sum_{i \in \mathcal{P}_{t}} \sum_{j} \alpha q_{ij}^{t} \log (1 - \bar{p}_{ij}^{t}) + \sum_{t=1}^{T} \sum_{i \in \mathcal{P}_{t}} \sum_{j} \beta (1 - q_{ij}^{t}) \log (1 - \bar{p}_{ij}^{t}) + \text{const.} \tag{6}
\]
From Eq. (2) and Eq. (6) we can see that the average distribution \(\bar{\mathbf{p}}\) of organ sizes is inside the logarithmic loss, which is very different from standard machine learning loss such as Eq. (4) and Eq. (5) where the average is outside logarithmic loss. And directly minimizing by stochastic gradient descent is very difficult as the true gradient induced by \(\mathcal{J}_{C}\) is very different from standard machine learning loss such as Eq. (4) and Eq. (5) where the average is outside logarithmic loss. This is due to the property of the log function. Based on Eq. (7), we define \(\nu \in \mathbb{R}^{|L| \times 1}\) as the dual variable associated to the primal variable \(\bar{\mathbf{p}}\), and define \(\mu \in \mathbb{R}^{|L| \times 1}\) as the dual variable associated to the primal variable \((1 - \bar{\mathbf{p}})\). Then, we have
\[
- \log \bar{p}_{l}^{t} = \max_{\nu_{l}^{t}} \left(\bar{p}_{l}^{t} \nu_{l}^{t} + 1 + \log (-\nu_{l}^{t})\right) \\
- \log (1 - \bar{p}_{l}^{t}) = \max_{\mu_{l}^{t}} \left((1 - \bar{p}_{l}^{t}) \mu_{l}^{t} + 1 + \log (-\mu_{l}^{t})\right), \tag{8}
\]
where \(\nu_{l}^{t}\) (or \(\mu_{l}^{t}\)) denotes the \(t\)-th element of \(\nu\) (or \(\mu\)). Substituting them into Eq. (2)/Eq. (6), maximizing the KL divergence is equivalent to the following min-max optimization problem:
\[
\min_{\Theta} \max_{\nu, \mu} \sum_{l} q_{l} \left(\bar{p}_{l}^{t} \nu_{l}^{t} + 1 + \log (-\nu_{l}^{t})\right) \\
+ \sum_{t} (1 - q_{l}) \left((1 - \bar{p}_{l}^{t}) \mu_{l}^{t} + 1 + \log (-\mu_{l}^{t})\right) \\
\Leftrightarrow \min_{\Theta} \max_{\nu, \mu} \sum_{l} \left(q_{l} \nu_{l}^{t} - (1 - q_{l}) \mu_{l}^{t}\right) \bar{p}_{l}^{t} + q_{l} \log (-\nu_{l}^{t}) \\
+ \sum_{l} (1 - q_{l}) \left(\mu_{l}^{t} + \log (-\mu_{l}^{t})\right), \tag{9}
\]
which brings the sample average out of the logarithmic loss. Note that we ignore the constant in the above formulas.
Algorithm 1: The training procedure of PaNN

Input:
- Fully-labeled training data \( S_L \);
- Partially-labeled training data \( S_P \);
- Hyperparameters: \( \lambda_1, \lambda_2 \);

Output:
- Segmentation model \( \Theta \);

begin
- Train the segmentation model \( \Theta \) on \( S_L \);
- Compute the prior distribution \( q \) on \( S_L \);
- Initialize \( \nu = -1/q \) and \( \mu = 1/(1 - q) \);

repeat
- Estimate pseudo-labels \( Y_P \) with \( \Theta \);
- Update \( \nu \) and \( \mu \) via stochastic gradient ascent;
- Update \( \Theta \) via stochastic gradient descent;

return \( \Theta \)

3.4. Model Training

We consider training a fully convolutional network [21, 6, 30] for multi-organ segmentation, where the input images are either 2D slices [39, 32, 45] or 3D cropped patches [8, 22]. The training procedure can be divided into two stages.

In the first stage, we only train on the fully-labeled dataset \( S_L \) by optimizing Eq. (4) via stochastic gradient descent (also means \( \lambda_1 = 0 \) and \( \lambda_2 = 0 \) in Eq. (3)). The goal of this stage is to find a proper initialization \( \Theta_0 \) for the network weights, which can stabilize the training procedure in the second stage.

In the second stage, we train the model on the union of the fully-labeled dataset \( S_L \) and partially-labeled dataset(s) \( S_P \) via Eq. (3). As can be drawn, we have two groups of variables, i.e., the network weights \( \Theta \) and the three auxiliary variables \( \{\nu, \mu, Y_P\} \). We adopt an alternating optimization, which can be decomposed into two subproblems:

- **Fixing \( \Theta \), Updating \( \{\nu, \mu, Y_P\} \).** With the network weights \( \Theta \) given, we can first estimate the pseudo-labels \( Y_P \) of background pixels in the partially-labeled dataset(s) \( S_P \). Meanwhile, the optimization of \( \nu \) and \( \mu \) is a maximization problem. Hence, we do stochastic gradient ascent to learn \( \nu \) and \( \mu \). As for the initialization, we set \( \nu \) to \(-1/q\) and set \( \mu \) to \(-1/(1 - q)\), respectively.

- **Fixing \( \{\nu, \mu, Y_P\} \), Updating \( \Theta \).** By fixing the three auxiliary variables, we can then update the network weights \( \Theta \) via the standard stochastic gradient descent.

As can be seen, our algorithm is formulated as a min-max optimization. We summarize the detailed procedure of optimization in Algorithm 1.

4. Experiments

4.1. Experiment Setup

Datasets and Evaluation Metric. We use the training set released in the MICCAI 2015 Multi-Atlas Abdomen La-

beling Challenge as the fully-labeled dataset \( S_L \), which contains 30 abdominal CT scans with 3779 axial contrast-enhanced abdominal clinical CT images in total. For each case, 13 anatomical structures are annotated, including spleen, right kidney, left kidney, gallbladder, esophagus, liver, stomach, aorta, inferior vena cava (IVC), portal vein & splenic vein, pancreas, left adrenal gland, right adrenal gland. Each CT volume consists of 85 \( \sim \) 198 slices of \( 512 \times 512 \) pixels, with a voxel spatial resolution of \([0.54 \sim 0.54] \times [0.98 \sim 0.98] \times [2.5 \sim 5.0] \)mm\(^3\).

As for the partially-labeled dataset(s) \( S_P \), we use a spleen segmentation dataset\(^1\) (referred as A), a pancreas segmentation dataset\(^2\) (referred as B) and a liver segmentation dataset\(^3\) (referred as C). To make these partially-labeled datasets balanced, 40 cases are evenly selected from each dataset to constitute the partial supervision.

Following the standard cross-validation evaluation [33, 32, 23, 45, 39], we randomly partition the fully-labeled dataset \( S_L \) into 5 complementary folds, each of which contains 6 cases, then apply the standard 5-fold cross-validation. For each fold, we use 4 folds (i.e., 24 cases) as full supervision and test on the remaining fold.

The evaluation metric we use is the Dice-Sørensen Coefficient (DSC), which measures the similarity between the prediction voxel set \( \hat{Z} \) and the ground-truth set \( Y \). Its mathematical definition is \( DSC(\hat{Z}, Y) = \frac{2|\hat{Z} \cap Y|}{|\hat{Z}| + |Y|} \). We report an average DSC of all the testing cases over the 13 labeled anatomical structures for performance evaluation.

Implementation Details. Similar to [45, 32, 33, 39], we use the soft tissue CT window range of \([-125, 275] \)HU. The intensities of each slice are then rescaled to \([0.0, 255.0] \). Random rotation of \([0\sim15] \) is used as an online data augmentation. Our implementations are based on the current state-of-the-art 2D\(^4\) [7, 6] and 3D models\(^4\) [30, 28]. We provide an extensive study about how partially-labeled datasets facilitate multi-organ segmentation task and list thorough comparisons under different settings.

As described in Sec. 3.4, the whole training procedure is divided into two stages. The first stage is the same as fully-supervised training, i.e., we train exclusively on the fully-labeled dataset \( S_L \) for a certain number of iterations \( M_1 \).

In the second stage, we switch to the min-max optimization on the union of the fully-labeled dataset and partially-labeled datasets for \( M_2 \) iterations. In each mini-batch, the sampling rate of labeled data and partially-labeled data is \( 3 : 1 \). It has been suggested [2] that it is less necessary

---

\(^1\)Available at [http://medicaldecathlon.com](http://medicaldecathlon.com)

\(^2\)Available at [https://wiki.cancerimagingarchive.net/display/Public/Pancreas-CT](https://wiki.cancerimagingarchive.net/display/Public/Pancreas-CT)

\(^3\)Available at [https://github.com/DLTK/DLTK](https://github.com/DLTK/DLTK)

\(^4\)Available at [https://github.com/tensorflow/models/tree/master/research/deeplab](https://github.com/tensorflow/models/tree/master/research/deeplab)
<table>
<thead>
<tr>
<th>Model</th>
<th>Supervision</th>
<th>Partially-labeled dataset</th>
<th>Average Dice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Full</td>
<td>✓</td>
<td>0.7535</td>
<td></td>
</tr>
<tr>
<td>Semi [2]</td>
<td>✓</td>
<td>0.7593</td>
<td>0.7632</td>
</tr>
<tr>
<td>ResNet50 [12]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Partial (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PaNN (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Full</td>
<td>✓</td>
<td>0.7614</td>
<td></td>
</tr>
<tr>
<td>Semi [2]</td>
<td>✓</td>
<td>0.7637</td>
<td>0.7649</td>
</tr>
<tr>
<td>ResNet101 [12]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Partial (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PaNN (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3D-UNet [8]</td>
<td>3D-UNet-fully-sup</td>
<td>0.7066</td>
<td></td>
</tr>
<tr>
<td>Semi [2]</td>
<td>✓</td>
<td>0.7193</td>
<td></td>
</tr>
<tr>
<td>Partial (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PaNN (ours)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1. Performance comparison (DSC) with fully-supervised and semi-supervised methods. **Bold underline** denotes the best results, **bold** denotes the second best results.

Benefit of Partial Supervision. As shown from Table 1, among three kinds of supervisions, partial supervision obtains the best performance followed by the semi-supervision and full supervision. It is no surprise to observe such a phenomenon for two reasons. First, compared with full supervision, semi-supervision has more training data, though part of them is not annotated. Second, compared with semi-supervision, partial supervision involves more annotated pixels in the organ of interest.

Effect of PaNN. From Table 1, PaNN generally achieves better performance than the naive partially-supervised methods, which demonstrates the effectiveness of our proposed PaNN. For example, when setting the partial dataset as the union of A, B and C, PaNN achieves the best result either using 2D models or 3D models. 2D models generally observe a better performance in each setting compared with 3D models. This is probably due to the fact that current 3D models only act on local patches (e.g., $64 \times 64 \times 64$), which results in lacking holistic information [38]. A detailed discussion of 2D and 3D models is listed in [16]. More specifically, PaNN outperforms the naive partially-supervised method by 1.28% with ResNet-50 and by 1.69% with ResNet-101 as the backbone model, respectively. Additionally, we also observe a convincing performance gain of 0.45% using 3D UNet [8, 30] as the backbone model.

Meanwhile, by increasing the number of partially-labeled datasets (from using only A, B or C to the union of three), the performance improvements of different methods are also different. For example, with the ResNet-101 as the backbone, the largest improvement obtained under semi-supervision is 0.82% (from 76.37% to 77.19%), and that of partial supervision is 0.51% (from 76.84% to 77.35%). By contrast, PaNN obtains a much more remarkable improvement of 1.56% (from 77.48% to 79.04%). Such an observation suggests that PaNN is capable of handling more partially-labeled training data and is less susceptible to the background ambiguity.

Organ-by-organ Analysis. To reveal the detailed effect of PaNN, we present an organ-by-organ analysis in Fig. 3. We use ResNet-50 as the backbone model (ResNet-101 has a similar trend) and the partially-labeled dataset C (indicates that the liver is the target organ).

In Fig. 3, we observe clear statistical improvements over the fully-supervised method for almost every organ (p-values $p < 0.001$ hold for 11/13 of all abdominal organs). Great improvements are also observed for those difficult or-

4.2. Experimental Comparison

We compare the proposed PaNN with a series of state-of-the-art algorithms, including 1) the fully-supervised approach (denoted as “-fully-sup”), where we train exclusively only on the fully-labeled dataset $S_l$, 2) the semi-supervised approach (denoted as “-semi-sup”), where we train the network on both the fully-labeled dataset $S_l$ and the partially-labeled dataset(s) $S_p$ while treating the partially labels as they are. Different from PaNN, we set $\lambda_2 = 0$ in Eq. (3) to verify the efficacy of the prior-aware loss.
gans, i.e., organs either in small sizes or with complex geometric characteristics such as gallbladder (from 67.26% to 72.26%), esophagus (from 69.35% to 71.21%), stomach (from 84.09% to 87.21%),pancreas (from 71.45% to 73.62%), right adrenal gland (from 53.65% to 55.56%) and left adrenal gland (from 49.51% to 53.63%). This promising result indicates that our method distills a reasonable amount of knowledge from additional partially-labeled data and the regularization loss can help facilitate the network to enhance the discriminative information to a certain degree.

Meanwhile, we also observe a distinct performance improvement for organs other than the partially-labeled structures (i.e., the liver). For instance, the performance of gallbladder, stomach, IVC, pancreas are boosted from 68.97%, 85.57%, 78.59%, 71.94% to 72.26%, 87.21%, 80.70%, 73.62%, respectively. This suggests that the superiority of PaNN not only originates from more training data, but also from the fact that PaNN can effectively incorporate anatomical priors on organ sizes in abdominal regions, which is helpful for multi-organ segmentation.

**Qualitative Evaluation.** We also show a set of qualitative examples, i.e., 5 slices from 3 cases, in Fig. 4, where we zoom in to visualize the finer details of the improved region. In these samples, we observe that PaNN is the only method that successfully detects the pancreatic tail in Fig. 4(a). In Fig. 4(b), all other methods fail to detect the portal vein and splenic vein while PaNN demonstrates an almost perfect detection of these veins. For Fig. 4(c) to Fig. 4(e), apart from the evident improvements of the pancreas, left adrenal gland, one of the smallest abdominal organs, is also clearly segmented by PaNN.

### 4.3. MICCAI 2015 Multi-Atlas Labeling Challenge

We test our model in the 2015 MICCAI Multi-Atlas Abdomen Labeling challenge. The top model (denoted as “PaNN” in Table 2) we submit is based on ResNet-101, and trained on all 30 cases of the fully-labeled dataset $S_L$ and the union of three partially-labeled datasets $A$, $B$ and $C$. The evaluation metric employed in this challenge includes the Dice scores, average surface distances [32] and Hausdorff distances [22]. We compare PaNN with the other top submissions of the challenge leaderboard in Table 2. As it shows, the proposed PaNN achieves the best performance under all the three evaluation metrics, easily surpassing prior best result by a large margin. **Without using any additional data and even randomly removing partial labels** from the challenge data, our method (denoted as “PaNN*” in Table 2) stills obtains the state-of-the-art result of 83.17%, outperforming the previous best result of 82.67%.

---

**Figure 3.** Performance comparison (DSC) in box plots of 13 abdominal structures, where the partially-labeled dataset $C$ is used with ResNet-50 as the backbone model. Our proposed PaNN improves the overall mean DSC and also reduces the standard deviation. Kidney/AG (R), Kidney/AG (L) stand for the right and left kidney/adrenal gland, respectively.

**Table 2.** Performance comparison on the 2015 MICCAI Multi-Atlas Abdomen Labeling challenge leaderboard. Our method achieves the largest Dice score and the smallest average surface distances and Hausdorff distances. PaNN* only uses 80% of the training data as the fully-supervised dataset and use the rest 20% data as partially-labeled data (by randomly removing labels of 8/13 organs), without using extra data. In this table, we only show 8/13 organs’ average Dice scores due to the space limit.
Figure 4. Qualitative comparison of different methods, where the partially-labeled dataset C is used as partial supervision with ResNet-101 as the backbone model. We exhibit 3 cases (5 slices) as examples. Improved segmentation regions are zoomed in from the axial view to demonstrate finer details.

<table>
<thead>
<tr>
<th>Organ</th>
<th>Fully Supervised</th>
<th>Semi Supervised</th>
<th>Partially Supervised (ours)</th>
<th>PaNN (ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gallbladder</td>
<td>0.8225</td>
<td>0.8399</td>
<td>0.8465</td>
<td><strong>0.8467</strong></td>
</tr>
<tr>
<td>Aorta</td>
<td>0.9110</td>
<td>0.9096</td>
<td>0.9121</td>
<td><strong>0.9133</strong></td>
</tr>
<tr>
<td>IVC</td>
<td>0.8083</td>
<td>0.8175</td>
<td>0.7995</td>
<td><strong>0.8266</strong></td>
</tr>
<tr>
<td>Pancreas</td>
<td>0.7831</td>
<td>0.7994</td>
<td>0.8079</td>
<td><strong>0.8193</strong></td>
</tr>
<tr>
<td>avg. Dice</td>
<td>0.9008</td>
<td>0.9060</td>
<td>0.9063</td>
<td><strong>0.9103</strong></td>
</tr>
</tbody>
</table>

Table 3. Performance comparison on a newly collected dataset. Full results are included in the supplementary material.

DLTK UNet [28] by 2% in average Dice. It is noteworthy that our method is far from its potential maximum performance as we only use 2D single view algorithms. It is suggested [45, 38, 44] that using multi-view algorithms or model ensemble can boost the performance further.

4.4. Generalization to Other Datasets

We also apply our algorithm to a different set of abdominal clinical CT images, where 20 cases are used for training and 15 cases are used for testing. A total of 9 structures (spleen, right kidney, left kidney, gallbladder, liver, stomach, aorta, IVC, pancreas) are manually labeled. Each case was segmented by four experienced radiologists, and confirmed by an independent senior expert. Each CT volume consists of $319 \sim 1051$ slices of $512 \times 512$ pixels, and has voxel spatial resolution of $([0.523 \sim 0.977] \times [0.523 \sim 0.977] \times 0.5)mm^3$. We use the union of all 3 datasets A, B, and C as the partial supervision. The results are summarized in Table 3, where the proposed PaNN also achieves better results compared with existing methods.

5. Conclusion

In this work, we have presented PaNN, for multi-organ segmentation, as a way to better utilize existing partially-labeled datasets. In several applications such as radiation therapy or computer-aided surgery, physicians and surgeons have been doing segmentation of target structures. Meanwhile, to handle the background ambiguity brought by the partially-labeled data, the proposed PaNN exploits the anatomical priors by regularizing the organ size distributions of the network output should approximate their prior statistics in the abdominal region. Our proposed PaNN shows promising results using state-of-the-art models.
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