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In this document, we provide additional materials to sup-
plement our paper “Large-scale Tag-based Font Retrieval
with Generative Feature Learning”. In the first section,
we provide more details about our collected font retrieval
dataset. In the second section, we describe the evalua-
tion measurement of Myfonts-test set. In the third section,
we provide the weight initialization details of the attention
module and the retrieval model. In the fourth section, we
comprehensively illustrate the retrieval performance of the
proposed model on typical single-tag and multi-tag queries.

1. Dataset Supplementary Information

In Section 3 of our paper, we present a large-scale tag-
based font retrieval dataset, which is collected from My-
Fonts. After tag preprocessing, the dataset finally contains
1824 tags for font description. Table |1| provides us deeper
insight into these tags by showing the top-200 frequent tags.
It can be seen that the dataset contains meaningful tags
that cover different aspects of a font, such as its category
(e.g “sans-serif”, “script”, “handwrite”’), appearance (e.g.
“heavy”,“outline”,“round”), utility (e.g. “poster”’, “maga-
zine”, “logo”) and other special features (e.g. “kid”, “ro-
mantic”, “cartoon”).

On the other hand, we collect a tagging set with rank-
ing information via Amazon Mechanical Turk (AMT) as a
complement for evaluation. The detailed process of col-
lecting the tagging set is described in the main submission.
Roughly speaking, this set contains 1661 groups. Each
group includes three fonts related to a specific tag, and is
finally labeled a most matching one agreed by all the work-
ers. We show a large number of group examples in FigurelT]
to present the tagging set in detail.

2. Measurement of MyFonts-test Set

We evaluate different models’ performance on the
MyFonts-test set by two standard measures, mean average
precision (mAP) and Normalized Discounted cumulative
gain (nDCG). For average precision (AP), given a query g,
assuming that the total H positive fonts { f1, fa,..., fi} in

the test set have affinity score ranks {r1, r2,..., 7 }, the av-
erage precision score of g (AF,) is computed as: AP, =
% Zthl % For nDCG, given the font relevance {rel;,
rels,..., relg} for the total S test fonts, which have affinity
score ranks {1,2,...,.S} on query ¢, nDCG, is computed

as: DCGy = 25:1 13;;%, nDCGy = %, where
IDCG@, is the maximum possible value of DCG,, for dif-
ferent ranking results on ¢. The font relevance for a positive
font is set to 1, for a negative font, it is set to 0.

In our experiments, given a set of test queries, we com-
pute the mean value of AP (mAP) and nDCG for all queries

as the final mAP and nDCG scores.

3. Weight Initialization

In the training process, we find that the weight initial-
ization of the attention module and the retrieval model can
make effect on the final performance. For the attention
module that contains a fully-connected layer followed by a
sigmoid unit, the weights of the fully-connected layer are
initialized using a normal distribution (u, o) where p =
0 and 0 = 5. The retrieval model contains two fully-
connected layers whose dimensions are set as N and 1. NV
is the total tag vocabulary size. The first layer with a ReLU
unit maps the N-dimensional query-based tag probability
vector to a N-dimensional feature vector. The second layer
with a sigmoid unit then maps it to the final affinity score.
We use a N x N identity matrix to initialize the weights of
the first layer, and use a normal distribution with ¢ = 1 and
o = 0.02 to initialize the weights of the second layer.

4. Additional qualitative results

In this section, we illustrate a great number of font re-
trieval results of the proposed model as the supplement of
Figure 6 in the main submission. We test the model’s per-
formance on typical single-tag and multi-tag queries, the
top-20 retrieved fonts for each query are shown as Figure
These results demonstrate the effectiveness of our model to
retrieve the top corresponding fonts for a wide range of tags.



Table 1. Top-200 frequent tags for the collected dataset.
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Figure 1. Group examples of the collected tagging set. For each group of a tag, the ground-truth font is in the red box.
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Figure 2. Font retrieval results of the proposed model on typical single-tag and multi-tag queries.



