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Number of parameters

See Tab. 1 for a comparison of network sizes. Our net-
work requires 56% less trainable parameters than [3] and
3.7% less than [4]. Compared to OST [1], our network has
42% less parameters for Phase I, since we use only four resid-
ual blocks instead of six, and we do not use a discriminator.
In Phase II, our network is 11% larger due to the separate
weights. Note that the majority of training is in Phase I,
while Phase II is at most three epochs. Consequentially,
our method is at least 23% faster to train. Fig. 1 depicts
the convergence of both methods, and Tab. 2 details the
training times. Finally, [2] has significantly less trainable
parameters than all other methods. However, it is less ca-
pable for the given task and it relies on supervision in the
form of a pre-trained VGG network with an additional 20M
parameters.

Ours OST[1] Cycle[4] MUNIT[3] Gatys[2]

10.2/20.4M 17.7/18.4M 21.2M 46.5M 0.2M

Table 1. Number of trainable parameters for different methods. Our
model is slightly larger than [1], but it is faster to train nevertheless.

Figure 1. Left: Reconstruction error during training Phase I. Right:
Perceptual distance of A to B mappings to final mapped image,
during training Phase II. Blue: our method. Orange: OST.

Duration Ours OST [1]

Stage A 80 epochs 2min/epoch 2.8min/epoch
Stage B 3 epochs 10.2min/epoch 8.9min/epoch
Total 83 epochs 3.2 hours 4.18 hours

Table 2. Comparing training times between OST and our method.

Additional figures
Fig. 2, 3, 4, and 5 present a comparison of sample re-

sults obtained by our method, and by multiple baseline
methods. These include OST [1], MUNIT [3], Cycle-
GAN [4] and Neural Style Transfer [2]. The results are
shown for different domain mapping tasks: Winter2Summer
(Fig. 2), Summer2Winter (Fig. 3), Photo2Monet (Fig. 4) and
Monet2Photo (Fig. 5).
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Figure 2. Mapping winter (domain A) to summer (domain B). (a) The sample x ∈ A. (b) Our result for mapping to B. (c) The result of OST.
(d) The result of MUNIT. (e) The result of CycleGAN. (f) Two samples s ∈ B. (g) Our result mapping in the other direction, using the same
learned model. (h-j) This mapping for the baseline methods in the same order as above. (k) The results of [2], which are only shown in this
direction since they cannot benefit from multiple images in B.
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Figure 3. Mapping summer (domain A) to winter (domain B). (a) The sample x ∈ A. (b) Our result for mapping to B. (c) The result of OST.
(d) The result of MUNIT. (e) The result of CycleGAN. (f) Two samples s ∈ B. (g) Our result mapping in the other direction, using the same
learned model. (h-j) This mapping for the baseline methods in the same order as above. (k) The results of [2], which are only shown in this
direction since they cannot benefit from multiple images in B.
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Figure 4. Mapping photo (domain A) to Monet (domain B). (a) The sample x ∈ A. (b) Our result for mapping to B. (c) The result of OST.
(d) The result of MUNIT. (e) The result of CycleGAN. (f) Two samples s ∈ B. (g) Our result mapping in the other direction, using the same
learned model. (h-j) This mapping for the baseline methods in the same order as above. (k) The results of [2], which are only shown in this
direction since they cannot benefit from multiple images in B.



(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j) (k)
Figure 5. Mapping Monet (domain A) to photo (domain B). (a) The sample x ∈ A. (b) Our result for mapping to B. (c) The result of OST.
(d) The result of MUNIT. (e) The result of CycleGAN. (f) Two samples s ∈ B. (g) Our result mapping in the other direction, using the same
learned model. (h-j) This mapping for the baseline methods in the same order as above. (k) The results of [2], which are only shown in this
direction since they cannot benefit from multiple images in B.


