1. Implementation details

All architectures take a $3 \times 224 \times 224$ image as input. The architectures use a skip connection for the shortcut branch of all residual blocks except for across stages where a channel transformation layer followed by batch normalization is used. In res3, res4 and res5, downsampling is applied on the $3 \times 3$ convolution layer or the local relation layer in the first residual blocks. For fair comparison in ablation experiments, we adapt the bottleneck ratio $\alpha$ to ensure the same FLOPs for different architectures.

In training, the randomly cropped images and employ scale and aspect ratio augmentation. We perform SGD optimization with a mini-batch of 1024 on 16 GPUs for all experiments except for the experiments of adversarial training in which 32 GPUs are used. The initial learning rate is 0.4, with linear warm-up in the first 5 epochs, and decays by $10 \times$ at the 30th, 60th and 90th epochs, respectively, following [1]. The total learning period is 110 epochs, with a weight decay of 0.0001 and momentum of 0.9. In inference, we use a single $224 \times 224$ center crop from the resized images with a shorter size of 256. Top-1 and top-5 accuracy are reported.
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