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This supplementary file consists of:

• A more thorough description of the networks used, the
layers selected for attack, and full results on other at-
tacks tested

• Complete disturbance graphs across layers of an attack-
ing comprised of ILAP and I-FGSM

• A more complete result showing the comparison be-
tween ILAP and ILAF

• Full results for ILAP’s performance on ImageNet

• Visualization of decision boundary

• Results for different L∞ norm values

• Results for ablating the learning rate used in ILAP

• Results comparing ILAP to TAP [8] on CIFAR-10

A. ILAP Network Overview and Results for
Other Base Attacks

As shown in the main paper, we tested ILAP against
MI-FGSM, C&W, and TAP. We also tested I-FGSM,
DeepFool, and FGSM. We test on a variety of models,
namely: ResNet18 [1], SENet18 [2], DenseNet121[3] and
GoogLeNet [7] trained on CIFAR-10. For each source
model, each large block output in the source model and each
attack A, we generate adversarial examples for all images in
the test set using A with 20 iterations as a baseline. We then
generate adversarial examples using A with 10 iterations
as input to ILA, which will then run for 10 iterations. The
learning rate is set to 0.002 for I-FGSM, 0.002 for I-FGSM
with momentum and 0.006 for ILAP. We are in the L∞ norm

∗Equal contribution.

setting with ε = 0.03 for all attacks. We then evaluate trans-
ferability of baseline and ILA adversarial examples over the
other models by testing their accuracies, as shown in Figure
3.

Below is the list of layers (models from [5]) we picked
for each source model, which is indexed starting from 0 in
the experiment results:

• ResNet18: conv, bn, layer1, layer2, layer3, layer4, lin-
ear (layer1-4 are basic blocks)

• GoogLeNet: pre layers, a3, b3, maxpool, a4, b4, c4,
d4, e4, a5, b5, avgpool, linear

• DenseNet121: conv1, dense1, trans1, dense2, trans2,
dense3, trans3, dense4, bn, linear

• SENet18: conv1, bn1, layer1, layer2, layer3, layer4,
linear (layer1-4 are pre-activation blocks)

Additional results for the I-FGSM, FGSM, and DeepFool
attacks are given in tables 1 and 2. Note that the output of
DeepFool is clipped to satisfy our ε-ball constraint.

B. Disturbance graphs

In this experiment, we used the same setting as our main
experiment in Appendix A to generate adversarial examples,
with only I-FGSM used as the reference attack. The average
disturbance of each set of adversarial examples is calculated
at each layer. We repeated the experiment for all four models
described in Appendix A, as shown in Figure 4. Observe
that the l in the legend refers to the hyperparameter set in
the ILA attack, and afterwards the disturbance values were
computed on layers indicated by the l in the x-axis.



Table 1: ILAP vs. I-FGSM and DeepFool Results

I-FGSM DeepFool

Source Transfer 20 Itr 10 Itr ILAP Opt ILAP 50 Itr 25 Itr ILAP Opt ILAP

ResNet18† 3.3% 7.6% 1.8% (5) 48.7% 12.9% 5.4% (5)
ResNet18 SENet18 44.4% 27.5% 27.5% (4) 87.4% 43.7% 43.7% (4)

(l = 4) DenseNet121 45.8% 27.7% 27.7% (4) 89.1% 43.8% 43.8% (4)
GoogLeNet 58.6% 35.8% 35.8% (4) 89.3% 50.7% 50.7% (4)

ResNet18 36.8% 25.8% 25.8% (4) 91.9% 40.3% 39.9% (5)
SENet18 SENet18† 2.4% 7.9% 2.3% (6) 56.8% 11.4% 5.1% (6)
(l = 4) DenseNet121 38.0% 25.9% 25.9% (4) 92.9% 41.3% 41.1% (5)

GoogLeNet 48.4% 33.7% 33.7% (4) 92.3% 48.7% 48.7% (4)

ResNet18 45.1% 26.7% 26.7%(6) 81.6% 30.1% 30.1% (6)
DenseNet121 SENet18 43.4% 26.1% 26.1%(6) 81.5% 29.0% 28.9% (7)

(l = 6) DenseNet121† 2.6% 1.7% 0.8%(9) 34.9% 4.1% 3.3% (9)
GoogLeNet 47.3% 28.6% 28.6%(6) 82.3% 32.4% 32.4% (6)

ResNet18 55.9% 34.0% 32.7%(3) 92.3% 44.0% 44.0% (9)
GoogLeNet SENet18 55.6% 33.1% 31.8% (3) 92.1% 42.9% 42.9% (9)

(l = 9) DenseNet121 48.9% 28.7% 28.1%(3) 93.1% 38.1% 38.1% (9)
GoogLeNet† 0.9% 0.8% 0.4% (11) 51.5% 4.2% 3.9% (11)

Table 1. Accuracies after attack using ILAP based on I-FGSM and DeepFool. Note that although significant improvement for
transfer is exhibited for DeepFool, the original attack transfer rates are quite poor (the accuracies are still quite high after a
DeepFool transfer attack).

C. ILAP vs ILAF Full Result
As described in the main paper, we compared the per-

formace of ILAP and ILAF with a range of α. We used
the same setting as our main experiment in Appendix A for
ILAP and ILAF to generate adversarial examples, with only
I-FGSM used as the reference attack. The result is shown in
Figure 5.

D. ILAP on ImageNet Full Result
We tested ILAP against I-FGSM and I-FGSM with mo-

mentum on ImageNet similarly to the experiment on CIFAR-
10. The models we used are ResNet18, DenseNet121,
SqueezeNet1.0 and AlexNet. The learning rate is set to
0.008 for I-FGSM, 0.01 for ILAP plus I-FGSM, 0.018 for
I-FGSM with momentum and 0.018 for ILAP plus I-FGSM
with momentum. To evaluate transferability, we test the
accuracies of different models over adversarial examples
generated from all 50000 ImageNet test images, as shown in
Figure 6.

Below is the list of layers (models from [6]) we picked
for each source model:

• ResNet18: conv1, bn1, layer1, layer2, layer3, layer4, fc

• DenseNet121: conv0, denseblock1, transition1, dense-

block2, transition2, denseblock3, transition3, dense-
block4, norm5, classifier

• SqueezeNet1.0: Features: 0 3 4 5 7 8 9 10 12, classifier

• AlexNet: Features: 0 3 4 6 8 10, classifiers: 1 4

E. Visualization of the Decision Boundary

To gain some understanding over how ILA interplays with
the decision boundaries, we visualize the two dimensional
plane between the initial I-FGSM perturbation and the ILA
perturbation for some examples. Visualization is done on
Resnet with layer 4, and I-FGSM as the starting perturbation.
See Figure 7.

F. Fooling with Different L∞ Values

In this experiment, we use ILAP to generate adversarial
examples with an I-FGSM baseline attack on ResNet18 with
ε = 0.02, 0.03, 0.04, 0.05, while other settings are kept the
same as in section A. We then evaluated their transferability
against I-FGSM baseline on the adversarial examples of the
whole test set, as shown in Figure 8.



Table 2: ILAP vs. FGSM Results

FGSM

Source Transfer 20 Itr 10 Itr ILAP Opt ILAP

ResNet18† 47.7% 2.0% 2.0% (6)
ResNet18 SENet18 63.6% 42.6% 42.6% (6)

(l = 6) DenseNet121 64.9% 44.6% 44.5% (5)
GoogLeNet 66.5% 55.5% 54.2% (4)

ResNet18 60.7% 37.4% 36.1% (5)
SENet18 SENet18† 40.7% 3.0% 3.0% (6)
(l = 6) DenseNet121 61.8% 37.0% 36.3% (5)

GoogLeNet 63.8% 46.3% 45.3% (5)

ResNet18 65.0% 36.4% 36.2% (6)
DenseNet121 SENet18 65.0% 35.5% 35.5% (7)

(l = 7) DenseNet121† 47.3% 5.8% 0.9% (9)
GoogLeNet 64.6% 37.6% 37.4% (6)

ResNet18 64.9% 43.5% 43.5% (9)
GoogLeNet SENet18 65.1% 43.8% 43.8% (9)

(l = 9) DenseNet121 63.7% 39.7% 39.7% (9)
GoogLeNet† 36.6% 5.9% 0.6% (12)

† Same model as source model.
Table 2. Accuracies after attack based on FGSM. Note that significant improvement occurs in the ILAP settings.

G. Learning Rate Ablation

We set iterations to 20 for both I-FGSM and I-FGSM
with Momentum and experimented different learning rates
on ResNet18. We then evaluate different models’ accuracies
on the generated 50× 32 = 1600 adversarial examples, as
shown in Table 3 and 4.

H. Comparison to TAP [8]

CIFAR-10 [4] results comparing a 20 iteration TAP [8]
baseline to 10 iterations of ILAP using the output of a 10
iteration TAP attack are shown in Table 5.
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Table 3: Learning rate ablation for I-FGSM

learning rate ResNet18† SENet18 DenseNet121 GoogLeNet

0.002 3.3% 44.9% 47.1% 59.3%
0.008 0.8% 45.6% 46.8% 60.0%
0.014 0.6% 47.2% 49.4% 59.5%
0.02 1.3% 46.8% 51.4% 59.8%

Table 4: Learning rate ablation for I-FGSM with Momentum

learning rate ResNet18† SENet18 DenseNet121 GoogLeNet

0.002 5.9% 35.0% 36.6% 46.1%
0.008 0.6% 43.0% 43.8% 56.1%
0.014 0.4% 43.6% 45.2% 55.9%
0.02 0.4% 44.1% 46.4% 57.2%

Table 5: ILAP vs. TAP Results

TAP [8]

Source Transfer 20 Itr Opt ILAP

ResNet18† 6.2% 1.9% (6)
ResNet18 SENet18 31.6% 28.4% (4)

(l = 4) DenseNet121 32.7% 28.5% (4)
GoogLeNet 41.6% 36.8% (4)

ResNet18 31.4% 23.5% (4)
SENet18 SENet18† 2.0% 1.7% (5)
(l = 4) DenseNet121 31.3% 24.1% (4)

GoogLeNet 41.5% 33.1% (4)

ResNet18 35.2% 27.4% (6)
DenseNet121 SENet18 34.2% 26.8% (7)

(l = 6) DenseNet121† 4.8% 1.0% (9)
GoogLeNet 37.8% 29.8% (6)

ResNet18 37.1% 33.6% (9)
GoogLeNet SENet18 36.5% 32.9% (9)

(l = 9) DenseNet121 32.6% 28.1% (9)
GoogLeNet† 1.3% 0.4% (12)

† Same model as source model.
Table 5. Same as experiment in Table 2 of the main paper but with TAP. Hyperparameters for TAP are set to lr = 0.002, ε =
0.03, λ = 0.005, α = 0.5, s = 3, η = 0.01.
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Figure 1: Visualizations for ILAP against I-FGSM and MI-FGSM baselines on CIFAR-10
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Figure 2: Visualizations for ILAP aganist Deepfool and FGSM with momentum baselines on CIFAR-10
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Figure 3: Visualizations for ILAP aganist Deepfool and FGSM with momentum baselines on CIFAR-10
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Figure 4: Disturbance graphs of ILAP with I-FGSM as
reference
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Figure 5: ILAP vs ILAF comparisions
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Figure 6: Visualizations for ILAP against I-FGSM and I-FGSM with momentum baselines on ImageNet



Figure 7: Visualization of the decision boundary relative
to the two adversarial examples generated. Yellow is the
correct label’s decision space, red is the incorrect label’s de-
cision space. The purple dot is the original image’s location,
the green circle is the I-FGSM perturbation, and the green
diamond is the ILA perturbation. Note that for the above, it
seems the vector between the purple dot and green diamond
is more orthogonal to the decision boundary than the vector
between the purple dot and green dot (hence roughly indi-
cating that ILA is working as intended in producing a more
orthogonal transfer vector).
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Figure 8: Transferability graphs for different epsilons


