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A. More Experiments

A.1. Evaluation on the CALFW, CPLFW, CFP, and
AgeDB datasets

We conduct experiments to demonstrate the effects of
the proposed method on the Cross-Age LFW (CALFW)
[16], Cross-Pose LFW (CPLFW) [15], Celebrities in
Frontal-Profile in the Wild (CFP) [10], and AgeDB [8]
datasets.

CALFW. The CALFW is constructed by reorganizing
the LFW [4, 5] verification pairs with apparent age gaps
as large as possible to form the positive pairs and then
selecting negative pairs using individuals with the same
race and gender. The CALFW is more challenging than
LFW. Similar to LFW, CALFW evaluation consists of
verifying 6,000 pairs of images in 10 folds and report the
average accuracy.

CPLFW. The CPLFW is also constructed by reorga-
nizing the LFW verification pairs by searching and
selecting of 3,000 positive pairs with pose difference to add
pose variation to intra-class variance. Negative pairs are
also reorganized to reduce the influence of attribute differ-
ences between positive and negative pairs. Therefore, the
CPLFW is more focused on cross-pose face recognition,
and is more challenging than the LFW.

CFP. The CFP consists of 500 subjects each with 10
frontal and 4 profile images. The evaluation protocol
includes frontal-frontal (FF) and frontal-profile (FP) face
verification, and each protocol has 10 folders with 350
positive pairs with same identity and 350 negative pairs
with different identities.

AgeDB. The AgeDB is a dataset for age invariant
face recognition in the wild with in pose, expression,
illumination, and age. The AgeDB contains 12,240 images
of 440 unique subjects. The minimum and maximum ages
are 3 and 101 years old, respectively. The test set is divided

Table 1. Performances of the proposed face recognition method on
the CALFW, CPLFW, CFP, and AgeDB datasets.

Method CALFW CPLFW CFP AgeDB
CenterFace [12] 85.48 77.48 - -
SphereFace [6] 90.30 81.40 94.38 91.70
VGGFace2 [1] 90.57 84.00 - -
ArcFace [2] 95.45 92.08 95.56 95.15

model B (AFRN w/o pair selection) 94.57 91.17 93.30 93.40
model C (AFRN w/ pair selection) 96.30 93.48 95.56 95.35

into four groups with different year gaps such as 5, 10, 20,
and 30 years. Each group has ten split of face images, and
each split includes 300 psotive examples and 300 negative
examples.

Evaluation Results. In image-based recognition on
the CALFW, CPLFW, CFP, and AgeDB, we use a squared
L2 distance threshold to determine the classification of
same and different. Table 1 shows that our proposed
AFRN with pair selection (model C) itself provides better
accuracy than the AFRN without pair selection (model B).
Finally, the model C acheives the outperformed accuracy
and the state-of-the-art results on the CALFW, CPLFW,
CFP, AgeDB, respectively.

A.2. Evaluation on the IJB-C dataset

We also conduct experiments to demonstrate the effects
of the proposed AFRN on the IJB-C [7] datasets. The IJB-
C is an extenstion of the IJB-B, which contains a total of
31,334 still images with 3,531 unique subjects, and 117,542
video frames in unconstrained environments. It has an av-
erage of up to 6 imagew per subject, an average of up to 33
frames per subject and 3 videos per subject. Since the IJB-C
contains two set of galleries 1 and 2, we report the average
performance of both the gallery sets.

Three models (model A, model B, and model C) are
trained on the roughly 2.8M refined VGGFace2 training
set, with no people overlapping with subjects in the IJB-
C dataset. For 1:1 face verification, we report the test re-
sults by using true accept rate (TAR) vs. false accept rate
(FAR) (Table 2). For 1:N face identification, we report the



Table 2. Comparison of performances of the proposed AFRN method with the state-of-the-art on the IJB-C dataset. For verification, TAR
vs. FAR are reported. For identification, TPIR vs. FPIR and the Rank-N accuracies are presented.

Method 1:1 Verification TAR 1:N Identification TPIR

FAR=0.00001 FAR=0.0001 FAR=0.001 FAR=0.01 FPIR=0.01 FPIR=0.1 Rank-1 Rank-5 Rank-10

VGGFace2 [1] 0.747 0.840 0.910 0.960 0.746± 0.018 0.842± 0.022 0.912± 0.017 0.949± 0.010 0.962± 0.007
VGGFace2 ft [1] 0.768 0.862 0.927 0.967 0.763± 0.018 0.865± 0.018 0.914± 0.020 0.951± 0.013 0.961± 0.010
CenterFace [12] 0.781 0.853 0.912 0.953 0.772± 0.026 0.853± 0.015 0.907± 0.013 0.941± 0.007 0.952± 0.004
Comparator Net [14] - 0.885 0.947 0.983 - - - - -
ArcFace [2] 0.883 0.924 0.956 0.977 - - - - -
Rajeev et. al [9] 0.869 0.925 0.959 0.979 0.873± 0.032 0.925± 0.017 0.949± 0.018 0.969± 0.010 0.975± 0.009

model A (baseline) 0.794 0.865 0.921 0.958 0.785± 0.022 0.870± 0.021 0.918± 0.017 0.949± 0.013 0.958± 0.010
model B (AFRN w/o pair selection) 0.851 0.903 0.951 0.977 0.853± 0.018 0.905± 0.018 0.931± 0.022 0.956± 0.010 0.964± 0.009
model C (AFRN w/ pair selection) 0.883 0.930 0.963 0.987 0.884± 0.017 0.931± 0.013 0.957± 0.015 0.976± 0.017 0.977± 0.007

results by using the true positive identification rate (TPIR)
vs. false positive identification rate (FPIR) and Rank-N (Ta-
ble 2). We average all the 1, 024 dimensional output vectors
of the last fully connected layer of Fθ for a media in the
template, then we average these media-averaged features to
get the final template feature as face representation. Simi-
larity to evaluation on the IJB-A and IJB-B, all performance
evaluations are based on the squared L2 distance threshold.

Table 2 shows that the proposed model C shows a con-
sistently higher accuracy than model B by the improvement
of 1.0-3.2% TAR at FAR = 0.00001-0.01 in the verification
task, 2.6-3.1% TPIR at FPIR = 0.01-0.1 in the identifica-
tion open set task, and 2.6% for rank-1 in the identification
close set task. Although model C is trained from scratch,
it outperformed the state-of-the-art method. This validates
the effectiveness of the proposed AFRN with the pair selec-
tion on the large-scale and challenging unconstrained face
recognition.

From the experimental results (Table 2), we have the fol-
lowing observations. First, compared to model A, model B
achieves a consistently superior accuracies (TAR and TPIR)
by 1.9-5.7% for TAR at FAR = 0.00001-0.01 in the verifi-
cation task, 3.5-6.8% for TPIR at FPIR = 0.01 and 0.1 in
the identification open set task, and 1.3% for Rank-1 in the
identification close set task. Second, model C shows a con-
sistently higher accuracy than model A by the improvement
of 2.9-8.9% TAR at FAR = 0.00001-0.01 in the verification
task, 6.1-9.9% TPIR at FPIR = 0.01-0.1 in the identifica-
tion open set task, and 3.9% Rank-1 in the identification
close set task. Third, model C shows a consistently higher
accuracy than model B by the improvement of 1.0-3.2%
TAR at FAR = 0.00001-0.01 in the verification set task, 2.6-
3.1% TPIR at FPIR = 0.01-0.1 in the identification open
set task, and 2.6% for Rank-1 in the identification close set
task. Last, although model C is trained from scratch, it out-
performed the state-of-the-art method (Rajeev et. al [9]) by
0.4-1.4% at FAR = 0.00001-0.01 in verification task, 0.6-
1.1% TPIR at FPIR = 0.01-0.1 in the identification open set
task, and 0.8% Rank-1 of identification close set task on the
IJB-C dataset.

The method proposed by Rajeev et. al [9] is a fusion of
ResNet-101 [3] and Inception ResNet-v2 [11] models. The

Inception ResNet-v2 network has 224 conv. layers, which
are considerably more complex than our proposed AFRN
method, and they used the training set with 5.6M images of
58,000 identities whereas we have a smaller number of sub-
jects with 2.8M images of 8,900 identities. In order to ob-
tain the comparable or better performance, it is considered
that the proposed attention module and pair selection is ef-
fective because it obtains high performance even if a lesser
amount of training images is used. This validates the effec-
tiveness of the proposed AFRN with the pair selection on
the large-scale and challenging unconstrained face recogni-
tion.
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