Supplementary material:
SCSampler: Sampling Salient Clips from Video for Efficient Action Recognition

1. Action classification networks

In the main paper, we provide an overview of the gains
in accuracy and speedup enabled by SCSampler for several
video-classification models. In this section, we provide the
details of the action classifier architectures used in our ex-
periments and discuss the training procedure used to train
these models.

1.1. Architecture details

3D-ResNets (R3D) are residual networks where every
convolution is 3D. Mixed-convolution models (MCz) are
3D CNNs leveraging residual blocks, where the first x — 1
convolutional groups use 3D convolutions and the subse-
quent ones use 2d convolutions. In our experiments we use
an MC3 model. R(2+1)D are models that decompose each
3D convolution in a 2D convolution (spatial), followed by
1D convolution (temporal). For further details, please refer
to the paper that introduced and compared these models [§]
or the repository [ ] where pretrained models can be found.

1.2. Training procedure

Sports-1M. For the Sports1M dataset, we use the train-
ing procedure described in [8] for all models except
ir-CSN-152. Frames are first re-scaled to have resolution
342 x 256, and then each clip is generated by randomly
cropping a window of size 224 x 224 at the same location
from 16 adjacent frames. We use batch normalization after
all convolutional layers, with a batch size of 8 clips per
GPU. The models are trained for 100 epochs, with the first
15 epochs used for warm-up during distributed training.
Learning rate is set to 0.005 and divided by 10 every 20
epochs. The ir-CSN-152 model is trained according to the
training procedure described in [7].

Kinetics. On Kinetics, the clip classifiers are trained with
mini-batches formed by sampling five 16-frame clips with
temporal jittering, except for the ir-CSN-152 which uses 32
frame clips. Frames are first resized to resolution 342 x
256, and then each clip is generated by randomly cropping
a window of size 224 x 224 at the same location from 16
adjacent frames. The models are trained for 45 epochs, with
10 warm-up epochs. The learning rate is set to 0.01 and
divided by 10 every 10 epochs as in [8]. ir-CSN-152 [7] and
R(2+1)D [8] are finetuned from SportsIM for 14 epochs
with the procedure described in [7].

1.3. Datasets

As mentioned in the paper, we evaluate the effective-
ness of SCSampler on Sports1M [3] and Kinetics-400 [4]
datasets. For Sports-1M, we use the publicly defined train
and test splits provided by the dataset creators, while for
Kinetics-400, we use official train split for training and val-
idation set for testing.

2. Implementation details for SCSampler

In this section, we give the implementation details
of the architectures and describe the training/finetuning
procedures of our sampler networks.

2.1. Visual-based sampler

Following Wu et al. [9], all of our visual samplers
are pre-trained on the ILSVRC dataset [5]. The learning
rate is set to 0.001 for both SportsIM and Kinetics. As
in [9], the learning rate is reduced when accuracy plateaus
and pre-trained layers use 100x smaller learning rates.
The ShuffleNet0.5 [10] (26 layers) model is pretrained on
ImageNet. We use three groups of group convolutions as
this choice is shown to give the best accuracy in [10]. The
initial learning rate and the learning rate schedule are the
same as those used for ResNet-18.

2.2. Audio-based sampler

We use a VGG model [6] pretrained on AudioSet [2]
as our backbone network, with MEL spectrograms of size
40 x 200 as input. When fine-tuning the network with SAL-
RANK, we use an initial learning rate of 0.01 for Sports1M
and 0.03 for Kinetics for the first 5 epochs and then divide
the learning rate by 10 every 5 epochs. The learning rate of
the pretrained layers is multiplied by a factor of 5 * 1072,
When finetuning with the SAL-CL loss, we set the learning
rate to 0.001 for 10 epochs, and divide it by 10 for 6 addi-
tional epochs. When finetuning with AC loss, we start with
learning rate 0.001, and divide it by 10 every 5 epochs.

3. Additional evaluations of design choices for
SCSampler

Here we present additional analyses of the design
choices and hyperparameter values of SCSampler.



Audio SCSampler accuracy (%)  runtime (min)

finetuned VGG 67.8 22.0

FC trained on VGG-conv4_2 67.0 21.6
FC trained on VGG-pool4 67.0 214
FC trained on VGG-fcl 59.8 214

Table 1: Varying the audio sampler architecture. Performance is
measured as MC3-18 video accuracy (%) on the test set of miniS-
ports with K = 10 sampled clips.
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Figure 1: Video classification accuracy (%) of MC3-18 on the
miniSports test set vs the number of sampled clips (K).

3.1. Varying the audio sampler architecture.

Table 1 shows video classification accuracy using differ-
ent variants of our audio sampler. Given our VGG audio
network pretrained for classification on AudioSet, we train
it on miniSport using the following two options: finetun-
ing the entire VGG model vs training a single FC layer on
VGG activations from one layer (conv4_2, pool4, or fcl).
All audio samplers are trained with the SAL-RANK loss.
We can see that finetuning the audio sampler gives the best
classification accuracy.

3.2. Varying the number of sampled clips (K)

Figure 1 shows how video-level classification accuracy
changes as we vary the number of sampled clips (K). The
sampler here is AV-union-list. K = 10 provides the best
accuracy for our sampler. For the Oracle, K = 1 gives the
top result as this method can conveniently select the clip
that elicits the highest score for the correct label on each
test video.

3.3. Selecting hyperparameter K’ for AV-union-list

The AV-union-list method (described in section 3.3.3 of
our paper) combines the audio-based and the video-based
samplers, by selecting K’ top-clips according to the visual
sampler (with hyper-parameter K’ s.t. K’ < K) and adds
a set of K — K’ different clips from the ranked list of the
audio sampler to form a sample set of size K (K = 10 is
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Figure 2: Varying the number of clips K’ sampled by the visual
sampler, when combining video-based and and audio-based sam-
pler according to the AV-union-list strategy. The best action recog-
nition accuracy is achieved when sampling K’ = 8 clips with the
video-based sampled and K — K’ = 2 clips with the audio-based
sampler. Evaluation is done on the miniSports dataset, with the
MC3-18 clip classifier.

used in this experiment). In Figure 2 we analyze the impact
of K’ on action classification. The fact that the best value
is achieved at K’ = 8 suggests that the signals from the
two samplers are somewhat complementary, but the visual
sampler provides a more accurate measure of clip saliency.

4. Comparison to Random/Uniform under the
same runtime.

Fig. 3 shows runtime (per video) vs video-level classi-
fication accuracy on miniSports, obtained by varying the
number of sampled clips per video (K). For this test we
use MC3-18, which is the fastest clip-classifier in our com-
parison. The overhead of running SCSampler on each video
is roughly equivalent to 3 clip-evaluations of MC3-18. Even
after adding clip evaluations to Random/Uniform to obtain
a comparison under the same runtime, SCSampler signif-
icantly outperforms these baselines. Note that for costlier
clip-classifiers the SCSampler overhead would amount to
less than one clip evaluation (e.g., 0.972 for R(2+1)D-50),
making the option of Random/Uniform even less appealing
for the same runtime.

5. Applying SCSampler every N clips

While our sampler is quite efficient, further reductions
in computational cost can be obtained by running SCSam-
pler every N clips in the video. This implies that the final
top-K clips used by the action classifier will be selected
from a subset of clips obtained by applying SCSampler
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Figure 3: Video-level classification accuracy on the test of min-
iSports vs runtime per video using different numbers of sampled
clips (K). The clip classifier is MC3-18.

with a stride of N clips. As usual, we fix the value of K
to 10 for SCSampler. Figure 4 shows the results obtained
with the best configuration of our SCSampler (see details
in 4.1.1) and the ir-CSN-152 [7] action classifier on the full
Sports1M dataset. We see that we can apply SCSampler
with clip-strides of up to N = 7 before the action recog-
nition accuracy degrades to the level of costly dense pre-
dictions. This results in further reduction of computational
complexity and runtime, as we only need to apply the sam-
pler to [L/N7 clips.
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Figure 4: Applying SCSampler every NN clips reduces the
computational cost. Here we study how applying SCSam-
pler with a clip-stride of NV affects the action classification
accuracy on Sports1M using ir-CSN-152 as clip classifier.
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