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1. Additional qualitative results
We offer additional quantitative face swapping results in Fig. 1. We have specifically chosen examples of challenging

pairs, with partial occlusions, different ethnicities and skin colors, demonstrating the competence of our method on a large
variety of subjects. In Fig. 2, we show additional quantitative comparison to Nirkin et al. [3] and DeepFakes [2], and in Fig. 3
we show another comparison to Face2Face [6]. Please also see the attached video for more results.

2. The architecture of the generator CNNs
The architecture of the generators, Gr, Gc, and Gb, is based on the pix2pixHD approach [7], and the layout of the global

generator and enhancer is depicted in Fig. 4. The global generator is defined by the number of bottleneck blocks (shown
in purple) used in each resolution scale. In our experiments we used only three resolutions. The enhancer is defined by its
submodule, that is, either the global generator or another enhancer, and its number of bottleneck layers. The generators are
thus given by

Gr = Gc = Enhancer(Global(2, 2, 3), 2),

and
Gb = Enhancer(Global(1, 1, 1), 1).

The face segmentation network Gs is based on the U-Net approach [4], for which we replaced the deconvolution layers with
bilinear interpolation upsampling layers.



Figure 1: Additional qualitative face swapping results on on the Caltech Occluded Faces in the Wild (COFW) dataset [1].



Figure 2: Additional qualitative face swapping comparison to Nirkin et al. [3] and DeepFakes [2] on FaceForensics++ [5].



Figure 3: Additional qualitative face reenactment comparison to Face2Face [6] on FaceForensics++ [5].



Figure 4: Generator architectures. (a) The global generator is based on a residual variant of the U-Net [4] CNN, using
a number of bottleneck layers per resolution. We replace the simple convolutions with bottleneck blocks (in purple), the
concatenation with summation (plus sign), and the deconvolutions with bilinear upsamplnig following by a convolution. (b)
The enhancer utilizes a submodule and a number of bottleneck layers. The last output block (in blue) is only used in the
enhancer of the finest resolution.
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