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In the conventional definition of transformation equivari-
ance, there should exist an automorphism ρ(t) ∈ Aut(Z) :
Z → Z in the representation space, such that z =
[ρ(t)](z̃), where z̃ is the representation of the original im-
age without transformation. Here, the essence is the rep-
resentation z of a transformed sample can be completely
determined by the original representation z and the applied
transformation t without accessing the original sample x,
which is called “steerability” in literature [1].

This property can be generalized beyond the linear au-
tomorphism ρ(t). Instead of sticking with a linear trans-
formation. From an information theoretical point of view,
this requires {z̃, t} should contain all necessary information
about z so that z can be best estimated from them without
accessing x.

This leads us to maximizing the mutual information
Iθ(z; z̃, t) to learn a generalized transformation equivariant
representation. Indeed, by the chain rule and nonnegativity
of mutual information, we have

Iθ(z; z̃, t) = Iθ(z; z̃, t,x)− Iθ(z;x|z̃, t) ≤ Iθ(z; z̃, t,x),

where Iθ(z; z̃, t) attains the upper bound Iθ(z; z̃, t,x) as its
maximum value, when Iθ(z;x|z̃, t) = 0, i.e., x provides no
additional information about z with (z̃, t) given. This im-
plies that one can estimate z from (z̃, t) directly, satisfying
the “steerability” property.

In the proposed variational approach, however, we max-
imize the following lower bound of Iθ(z; z̃, t)

Iθ(z; t|z̃) = Iθ(z; z̃, t)− Iθ(z; z̃) ≤ Iθ(z; z̃, t)

between the representation and the transformation as pre-
sented in Section 3 to pursue the generalized form of trans-
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formation equivariant representation. This will be elaborat-
ed in the long version of this paper [2].
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