Supplementary Material: Multi-Stage Pathological Image Classification using
Semantic Segmentation

Shusuke Takahama'

Yusuke Kurose!+?
Masashi Fukayama'® Akihiko Yoshizawa®* Masanobu Kitagawa®® Tatsuya Harada

Yusuke Mukuta'? Hiroyuki Abe!?

1,2,6

! The University of Tokyo 2 RIKEN 3 The Japanese Society of Pathology
4 Kyoto University ® Tokyo Medical and Dental University
6 Research Center for Medical Bigdata, National Institute of Informatics

{takahama, kurose, mukuta, harada}@mi.t.u-tokyo.ac.ijp

In this supplementary material, we discuss additional an-
alyzes that could not be included in the main paper.

A. Model Structure Analysis

In this section, we performed detailed experiments of the
evaluation with various model structures. In the main paper,
we used GoogleNet [7] as feature extractor and U-Net [5]
as segmentation model. And we set the size of feature vec-
tors of patches as 16. We evaluated the performance when
changing the structure of the feature extractor model, the
structure of the segmentation model, and the dimension of
the feature vector. We evaluated the performance in terms
of accuracy and PR-AUC on Stomach biopsy dataset.

We used optimization methodl: Separate Learning. The
learning rate of the feature extractor model is le-4, and the
model is trained 30 epochs with a batch size of 128. The
learning rate of the segmentation model is le-4, and the
model is trained 50 epochs with a batch size of 32. We
performed each method three times with different initial
weights and evaluated the mean value and standard devi-
ation.

A.l. Feature extractor model evaluation

First, we changed the structure of the feature extrac-
tor model. We evaluated the performance of VGG16 [6],
GooglLeNet [7] and ResNet101 [3], which are commonly
used in image recognition tasks. We set the dimension
of feature vector 16 and used U-Net as the segmentation
model. The result is shown in Table 1. It is revealed that
GoogLeNet achieves the best performance compared with
other models.

A.2. Segmentation model evaluation

Next, we changed the structure of the segmentation
model. We evaluated the performance of FCN [4], Seg-

Table 1. Result of the feature extractor model evaluation.

Model Accuracy (%) PR-AUC (%)
VGG16 98.21+0.09 94.90+0.46
GooglLeNet 98.53+0.03 99.30+0.02
ResNet101 98.38+0.06 98.69+0.08

Table 2. Result of the segmentation model evaluation.

Model Accuracy (%) PR-AUC (%)
FCN 98.10+0.15 98.95+0.16
SegNet 98.10+£0.12 98.19+0.09
U-Net 98.53+0.03 99.30+0.02
PSPNet 98.11+0.11 97.331+0.36
DeepLabv3+ 98.56+0.04 99.184+0.03

Table 3. Result of the dimension of the feature vector evaluation.

Dimension \ Accuracy (%) PR-AUC (%)
4 98.29+0.03 99.17+0.02

16 98.53+0.03 99.30+0.02

64 98.361+0.03 99.15+0.01
256 98.371+0.03 99.12+0.03

Net [1], U-Net [5], PSPNet [8] and DeepLabv3+ [2], which
are commonly used in semantic segmentation tasks. We set
the dimension of feature vector 16 and used GoogLeNet
as the feature extractor model. The result is shown in Ta-
ble 2. U-net achieved the best classification performance.
Since this classification task is relatively simple with two
classes (tumor or normal), simple structure U-Net appears
to be trained more stably than other complex models such
as PSPNet or DeepLabv3+.



Table 4. The result of the classification performance with 100 train
slide data of Stomach biopsy dataset and with model using Segnet.

Method | Accuracy(%) PR-AUC(%)
Classifier Only 93.81+£0.07  92.2840.10
Ours (Separate) 96.67+0.06  96.71£0.19

Ours (End-to-End) | 96.99+0.02  97.16+0.03

A.3. Feature vector dimension evaluation

Finally, we changed the dimension of feature vector
extracted from the feature extractor model. We used
GoogleNet as the feature extractor model and U-Net as the
segmentation model. We evaluated the performance of four
kind of the feature vector dimension, 4, 16, 64 and 256.
They are smaller than 1024, which is the output dimension
of the layer before the final layer of GoogLeNet, in order
to reduce memory consumption. The result is shown in Ta-
ble 3. Although the performance is the best at the dimension
of 16, there was only a slight difference in performance de-
pending on the dimension of the feature vector.

Considering this result, we used GoogLeNet, U-Net and
feature vector dimension 16 in the experiments of the main

paper.

B. Additional evaluation of two proposed
methods

In this section, we conducted the experiment of two pro-
posed optimization methods, Separate learning and End-
to-end learning, with different settings from the main pa-
per. When the two methods were compared in Sec.4.2.1
in the main paper, the performance of End-to-end learning
was better but there was no significant difference between
them. We thought the main reason for the slight differ-
ence was the high classification score of Separate learning,
which left a limited room for improvement. We changed
the experimental setting to intentionally lower the perfor-
mance, and examined whether there is a difference between
the two methods. Specifically, we conducted experiments
with fewer training data (100 slides) and using Segnet as a
segmentation model which showed relatively lower score in
the experiment of Sec.A.2. Other settings was the same as
the main paper.

Table 4 shows the results. In this situation the differ-
ence becomes noticeable. This result reveals that End-to-
end learning yields better performance than previous “clas-
sifier only” method and Separate learning.
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