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1. Supplementary Material

Proof of Theorem 1

Proof. For the sake of simplicity we only consider the one
dimensional case.
First we bin the support of PT in M equally sized bins
b1, b2, ..., bM of width 2ε. Then we can write the MoN Loss
as

LN (PT , P ) ≈
M∑
i=1

PT (bi)

∫
bi

EMoNP,bi(x
∗) dx∗ (1)

with

EMoNP,bi(x
∗) =

∫
bi

min (|x∗ − x1|, |x∗ − x2|, ..., |x∗ − xN |)

P (x1)P (x2) . . . P (xN ) dx1 dx2 . . . dxN
(2)

In expectation there areNP (bi) samples in bin bi. Assume,
that zi = NP (bi) is an integer. Denote the sample that fall
in bi as Hi := {xi1, xi2, ..., xin}. Then, for the calculation of
EMoNP,bi(x

∗) we can ignore all samples that are not inHi.
Then we can write∫

bi

EMoNP,bi(x
∗) dx∗ = (3)∫

bi

∫
bi

min
(
|x∗ − xi1|, |x∗ − xi2|, ..., |x∗ − xizi |

)
P (xi1)P (x

i
2)...P (x

i
zi) dx

i
1 dx

i
2, ...,dx

i
zi dx

∗ (4)

For small ε and because we only consider differentiable
functions, we can approximate P (xi1)P (x

i
2)...P (x

i
zi) with-

ing the bin as uniform. Next we have to calculate the inner
integral in (4). For that, center the bins around the origin
(which is possible because we have uniform probability dis-
tributions) and consider the survival function of individual
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random samples |xi − x∗| [1]:

S(x) = Pr{|xi − x∗| > x} (5)
= Pr{xi > x∗ + x}+ Pr{xi < x∗ − x} (6)

=


1 if x ≤ 0

1− x
ε if 0 < x ≤ ε− |x∗|

ε+|x∗|−x
2ε if ε− |x∗| < x < ε+ |x∗|

0 if x ≥ ε+ |x∗|

(7)

Then the survival function SMoN,zi(x) of min |xi − x∗|
is the probability, that all zi sample will independently be
bigger than x. Thus the survival function is SMoN,zi(x) =
S(x)zi and therefore

E[min |xi − x∗|] = (8)

=

∫ +∞

0

S(x)zidx (9)

=

∫ ε−|x∗|

0

(
1− x

ε

)zi
dx+

∫ ε+|x∗|

ε−|x∗|

(
ε+ |x∗| − x

2ε

)zi
dx

(10)

=
−ε

zi + 1

(
1− x

ε

)zi+1
∣∣∣∣ε−|x∗|

0

+
−2ε
zi + 1

(
ε+ |x∗| − x

2ε

)zi+1
∣∣∣∣∣
ε+|x∗|

ε−|x∗|
(11)

=
ε

zi + 1

(
1− |x

∗|zi+1

εzi+1
+ 2
|x∗|zi+1

εzi+1

)
(12)

=
ε

zi + 1

(
1 +
|x∗|zi+1

εzi+1

)
(13)
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Substituting (13) in (1) therefore yields

LN (PT , P ) ≈
M∑
i=1

PT (bi)

∫ ε

−ε

ε
(
1 + |x

∗|zi+1

εzi+1

)
zi + 1

dx∗ (14)

= ε

M∑
i=1

PT (bi)

∫ ε

−ε

(
1 + |x

∗|zi+1

εzi+1

)
zi + 1

dx∗ (15)

= ε

M∑
i=1

PT (bi)
2ε+ 2

∫ ε
0
x∗zi+1

εzi+1 dx∗

zi + 1
(16)

= 2ε2︸︷︷︸
:=a

M∑
i=1

PT (bi)
1 + 1

NP (bi)+2

NP (bi) + 1
(17)

≈ a
M∑
i=1

PT (bi)
1 + 1

NP (bi)

NP (bi)
(18)

= a

M∑
i=1

PT (bi)

(
1

NP (bi)
+

1

(NP (bi))2

)
(19)

≈ a
M∑
i=1

PT (bi)
1

NP (bi)
(20)

where we used in line (18) and (20) that N → ∞. We
can find the minimum of LN (PT , P ) under the constraint
that

∑M
i=1 P (bi) = 1 by using a Lagrange multiplier. The

objective is therefore:

f(P (bi), λ) := a

M∑
i=1

PT (bi)

NP (bi)
− λ

(
1−

M∑
i=1

P (bi)

)
(21)

Optimization for P (bi) yields:

∇P (bi)f(P (bi), λ) = λ− a PT (bi)

NP (bi)2
!
= 0 (22)

⇔ P (bi) =

√
aPT (bi)

λN
(23)

∇λf(P (bi), λ) = 1−
M∑
i=1

P (bi)
!
= 0 (24)

⇔
M∑
i=1

P (bi) = 1 (25)

where we can omit the ± in (23), because probabilites can

not be negative. Putting (23) and (25) together results in:

⇒
M∑
i=1

PT (bi)

(√
aPT (bi)

λN

)
= 1 (26)

⇒ λ =

(∑M
i=1

√
aPT (bi)√
N

)2

(27)

⇒ P (bi) =

√
PT (bi)∑M

i=1

√
PT (bi)

(28)

Note, that this result is true for any distance metric in any
dimensions, as long as the expected minimum distance of
N sample to a target sample goes locally with O( 1

N ).
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Figure 1: Marginalized probabilities of Social–GAN on the Zara dataset for t = 1. Upper panel is the uncompensated PDF
and the lower panel is the compensated one. Black is the observed trajectory and green the ground truth future.
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Figure 2: Marginalized probabilities of Social–GAN on the Zara dataset for t = 2. Upper panel is the uncompensated PDF
and the lower panel is the compensated one. Black is the observed trajectory and green the ground truth future.
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Figure 3: Marginalized probabilities of our own model on the NGSIM dataset for t = 1. Upper panel is the uncompensated
PDF and the lower panel is the compensated one. Black is the observed trajectory and green the ground truth future.
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Figure 4: Marginalized probabilities of our own model on the NGSIM dataset for t = 2. Upper panel is the uncompensated
PDF and the lower panel is the compensated one. Black is the observed trajectory and green the ground truth future.
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Figure 5: Marginalized probabilities of our own model on the NGSIM dataset for t = 3. Upper panel is the uncompensated
PDF and the lower panel is the compensated one. Black is the observed trajectory and green the ground truth future.
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