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We have exploited the segmentation mask to train the
network, as space is limited, we did not show the quantita-
tive experimental result of hand segmentation in our paper.
Regard this concern, this additional document quantitative
analysis the accuracy of hand segmentation, by projecting
the reconstructed hand mesh, which also reflects the preci-
sion of the reconstructed mesh from one aspect. Follow-
ing conventional, we use the mloU (mean Intersection over
Union) as the evaluation metric. We shall point out here,
since we can not deduce the ground-truth mask on the STB
and Dexter datasets, as a result, we conduct the following
experiment on RHD dataset.

The Fig. 1 presents some examples of segmentation
mask and Tab. 1 gives the quantitative comparison result.

Figure 1: Segmentation Examples. The graph comprising
two rows, the first row presents the RGB images drawn from
the RHD testing part, and the second row demonstrates the
segmentation mask of each example.

Table 1: Performance of segmentation on RHD dataset.

Method mloU
HMR [3] 0.750
BodyNet [5] 0.852
SMPLify [1] 0.739
Georgios et.al [4] 0.806
DeepLab [2] 0.924
HAMR (Ours) 0.931
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Quantitative experimental result illustrated in Tab. 1 re-
veals that our methods outperforms all those state-of-the art
methods. We are not astonished by the outstanding per-
formance, since the introducing of parametric hand model
can solve the ambiguity, in addition the silhouette consistent
loss can refine the hand shape and pose prediction.
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