
 

 

Abstract 
 
Despite previous data collection efforts and benchmark 
studies, progress in activity detection technologies has been 
slow, especially with applications that meet practical needs 
for the video analytics domain. In this paper, we discuss the 
results from the Activity detection in Extended Video Prize 
Challenge (ActEV-PC) that was sponsored by IARPA. The 
goal of the ActEV-PC was to promote robust automatic 
activity detection system development and to reduce the 
detection error rate. To examine the ability of activity 
detection systems in different aspects, we opened a compe-
tition to the public and ran evaluations (as a task under the 
ActivityNet workshop at CVPR 2019) with two different 
phases: an open leaderboard evaluation and a sequestered 
data evaluation. The Video and Image Retrieval and 
Analysis Tool (VIRAT) dataset was used for the open 
leaderboard evaluation while the Multiview Extended 
Video with Activities (MEVA) dataset was used for the 
sequestered data evaluation. Eighteen target activities were 
defined for detection. In this paper, we present results and 
findings from the two-phase ActEV-PC competition. 
Eighteen teams from academia and industry participated in 
the competitions and three top performers received a cash 
award (funded by IARPA). The winners were presented at 
the ActivityNet Workshop at CVPR 2019. 
 

1. Introduction 

 
Despite previous data collection efforts and benchmark 

studies, progress in automatically detecting and under-
standing human activities in video has been slow, especially 
with applications that meet practical needs for the video 
analytics domain. Impeding challenges [1] include the large 
variability in human activity instantiation styles, com-
plexity of the visual stimuli in terms of camera frame 
motions, background clutter and viewpoint changes, as well 

as the level of detail of the activities. 
In 2017, the National Institute of Standards and 

Technology (NIST) developed the Activities in Extended 
Video (ActEV) evaluation series [2][3][4] to support the 
metrology needs of the Intelligence Advanced Research 
Projects Activity (IARPA) Deep Intermodal Video 
Analytics (DIVA) Program [5]. 

To understand current state-of-the-art and to promote 
activity detection technologies, the ActEV prize challenge 
(ActEV-PC) [6] was open to the public (sponsored by 
IARPA) and competitions were conducted as a task under 
the ActivityNet challenge at CVPR2019 [7]. The goal of the 
ActEV-PC was to facilitate the development of video 
analytic technologies that can automatically detect target 
activities and to reduce the detection error rate. 
 

 
Figure 1 Examples of activity types 
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The ActEV-PC was comprised of a two-phase compe-
tition: an open leaderboard and a sequestered data 
evaluation. Two datasets were used: VIRAT [8] for the 
open leaderboard evaluation and the MEVA M1 dataset [9] 
for the sequestered data evaluation. Figure 1 illustrates 
examples of the activity types for both competitions. 
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In this paper, we discuss the evaluation task, perfor-
mance measures, and datasets, and present results and 
observations for the ActEV-PC competitions. The paper is 
organized as follows: Section 2 describes related work in 
activity detection and classification. Section 3 describes the 
ActEV-PC evaluation task and performance measure. 
Sections 4 and 5 summarize the evaluation framework and 
datasets respectively. Finally, in Section 6 we present the 
results and findings. 

2. Related Works 

The recent evolution of system development with 
machine learning techniques and large visual datasets have 
revolutionized the computer vision and video analytics 
communities.  

In this section, we provide a comparison of existing 
datasets associated with activity detection and classi-
fication. Table 1 illustrates a detailed comparison of the 
datasets used for activity classification and localization 
(temporal and spatio-temporal localization).  

 
Table 1 Comparison of datasets for activity classification and 

detection/localization 

Datasets Source 
Activity 
Classes 

Temporal 
Localization 

Spatio-
Temporal 

Localization 

ActEV VIRAT [8] 

Multi-
Camera 
Security 
Video 

50 Yes Yes 

ActEV MEVA [9] 

Multi-
Camera 
Security  
Video 

>37 Yes Yes 

SED/i-LIDS [10] 

Multi-
Camera 
Security  
Video 

10 No No 

USF101 [11] YouTube 101 No No 

HMDB51 [12] 
Movies, 

YouTube 
51 No No 

THUMOS 15 [13] YouTube 101 Yes No 
ActivityNet [1] YouTube 200 Yes No 
AVA [14] Movies 80 Yes Yes 
HACS [15] YouTube 200 Yes No 
The Sports-1M 
[16] 

YouTube 487 No No 

Charades  [17] 266 Homes 157 Yes No 
Kinetics-700 [18] YouTube 600 No No 
YouTube-8M [19] YouTube 3862 No No 

Moments in Time 
Recognition [20] 

YouTube 339 No No 

 
The existing datasets listed in this table, are mainly 

derived from social media (YouTube videos) or from 
movies, except the VIRAT and MEVA datasets used by the 
ActEV evaluation series. These datasets contain multi-
camera, continuous, long-duration video, often taken at 
significant stand-off ranges from the activities of interest. 
Although the ActEV series addresses both activity 
detection and temporal (and spatio-temporal) localization 
of the activity, the ActEV-PC competition has primarily 
focused only on temporal activity detection. In the MEVA 
and VIRAT datasets, multiple activities can happen at any 
time, anywhere in the frame and across cameras. The 

VIRAT dataset is a large-scale video dataset designed to 
assess the performance of activity detection algorithms in 
realistic scenes. The MEVA dataset is much larger and has 
a higher resolution than the VIRAT dataset; it contains 
hundreds of video hours with a number of instances of each 
activity from multiple viewpoints that are collected by a 
multi-camera IP network in a heterogeneous environment. 
The stage for the data collection contains the interior and 
exterior of a group of buildings, grounds of the buildings 
and the surrounding roads. The VIRAT and MEVA datasets 
facilitate both detections of activities and localizations of 
the corresponding spatio-temporal location of objects 
associated with activities. 

Both the VIRAT and MEVA datasets are unique relative 
to other datasets in that they are far more closely aligned 
with real-world public safety video analytics. The primary 
purpose of the data is to stimulate the computer vision 
community to develop advanced human activity detection 
algorithms with improved performance and robustness for 
multi-camera systems that cover a large area. 

3. Evaluation Tasks and Measures 

The purpose of the ActEV evaluation series is to promote 
the development of systems that automatically: 

- identify a target activity along with the time span of the 
activity (activity detection/localization) 

- detect objects associated with the activity instance 
(activity and object detection), and 

- track multiple objects associated with the activity 
instance (activity and object detection and tracking).  

The ActEV-PC evaluation primarily focused on the 
development of robust automatic activity detection systems 
in the context of extended videos. The extended videos in 
this paper are defined as video with long duration for 
days/weeks/months. ActEV-PC systems ran on a set of 
activities previously known to the system.   

In the activity detection (AD) task for the ActEV-PC 
competitions, given a target activity, a system automatically 
detected and temporally localized all instances of the target 
activity in a single-camera video. The system was required 
to provide the start and end frames indicating the temporal 
location of the target activity and a presence confidence 
score with higher values indicating the activity instance was 
more likely to have occurred. 

To evaluate system performance, we modified the 
metrics from TREC Video Retrieval Evaluation (TREC-
VID) surveillance event detection (SED)  [10] and Classi-
fication of Events Activities and Relationships (CLEAR) 
[21] evaluations.  

The primary metric evaluated how accurately the system 
detected the occurrences of the activity. The scoring 
method comparing the reference and system output had four 
distinct steps: 1) instance alignment, 2) confusion matrix 
computation, 3) summary performance metrics, and 4) 
graphical analysis of the Type I/II error tradeoff space.  
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Figure 2 A pictorial depict of activity instance alignment, MD and FA calculation 

 
 The goal of the alignment step was to find a one-to-

one correspondence between the reference and system 
output instances. This step was required because a single 
system instance cannot be counted as correct for multiple 
reference instances. For example, if there are two “closing 
_trunk” instances that occur at the same time but in separate 
regions of the video and there was a single detection by the 
system, one of the reference instances was missed. Thus, 
we utilized the Hungarian algorithm [22] to find an optimal 
mapping while reducing the computational complexity.  

The next step was to calculate the detection confusion 
matrix for activity instance occurrence. Correct Detection 
(CD) indicates that the reference instance (R) and system 
output instance (S), were correctly mapped. Missed 
Detection (MD) indicates that an instance in the reference 
had no correspondence in the system output while False 
Alarm (FA) indicates that an instance in the system output 
had no correspondence in the reference. In Figure 2, the first 
number shown following the S is the instance ID and the 
second shown in parentheses is the presence confidence 
score that indicates how likely the instance is associated 
with the target activity. For example, S1 (.9) represents the 
instance S1 with corresponding presence confidence score 
of 0.9. Green arrows indicate alignment between R and S. 
It also identifies system instance S4 as a better match (than 
S5) to reference instance R4 when considering the presence 
confidence values. Yellow instances {R5, R8} are missed 
detections and red instances {S2, S3, S5, S6, S8, S10, S12} 
are false alarms. 
 After calculating the confusion matrix, we summarized 
system performance. The confidence score was used as a 
decision threshold, enabling a probability of missed 
detections (P୫୧ୱୱ) and a rate of false alarms (R୊୅ሻ	to be 
computed at a given threshold: 

௠ܲ௜௦௦ሺ߬ሻ 	ൌ 8 ൅ ܰெ஽ሺ߬ሻ10 ൅ ்ܰ௥௨௘ூ௡௦௧௔௡௖௘ 

ி஺ሺ߬ሻ݁ݐܴܽ 	ൌ ிܰ஺ሺ߬ሻܸ݅݀݁ݏ݁ݐݑ݊݅ܯ݊ܫݎݑܦ݋ 

where ܰெ஽	ሺ߬ሻ is the number of missed detections at the 
threshold ߬,  ிܰ஺	ሺ߬ሻ is the number of false alarms, ܸ݅݀݁ݏ݁ݐݑ݊݅ܯ݊ܫݎݑܦ݋ is the number of minutes of video, 
and ்ܰ௥௨௘ூ௡௦௧௔௡௖௘ is the number of reference instances 
annotated in the sequence.  

The P୫୧ୱୱ was calculated with a weighted value that is 

most relevant for activities that have few instances, 
reflecting a prior belief on P୫୧ୱୱ being around 0.8. Activities 
for which there are many instances to detect would 
overcome this prior, and activities for which there are fewer 
instances would be more weighted by the prior. This value 
was then averaged over all activities in the video. The total 
instance count of each activity on the leaderboard and in the 
sequestered data will not be published, but activities' 
relative instance counts do differ from public datasets. 

For the ActEV-PC evaluation, therefore, we evaluated 
system performance on the probability of missed detection 
with a weighted value (wP୫୧ୱୱ) at a specific operating point 
(wP୫୧ୱୱ	at	R୊୅ ൌ 0.15) and then averaged over activity 
types. 

 Lastly, as illustrated in Figure 3, the Detection Error 
Tradeoff (DET) curve [23] was used to visualize system 
performance. 

 

Figure 3 An example of Detection Error Tradeoff (DET) curve 
and the operating point of interest 

4. Evaluation Framework 

For ActEV-PC, there were the two evaluation phases: 1) 
open leaderboard and 2) sequestered data. In the open 
leaderboard evaluation, the participants ran their software 
systems on their own in-house computing hardware and 
submitted the system output in a defined format to the NIST 
public scoring server. The leaderboard evaluation provided 
an overall performance score after aggregating system 
performance across all target activities. Developers could 
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process the test collection multiple times and receive 
performance scores immediately. 

For the sequestered data evaluation, the participants 
submitted their runnable system to the NIST public scoring 
server, which was independently evaluated on the 
sequestered data using the NIST evaluation hardware. 

5. Datasets 

In the ActEV-PC competitions, we used the VIRAT 
dataset for the open leaderboard evaluation and the MEVA 
M1 dataset for the sequestered data evaluation. Both 
datasets were annotated by Kitware, Inc. [9][24].  

The same 18 target activities were used in both the open 
leaderboard and sequestered data evaluations. However, the 
number of instances for each activity between the VIRAT 
and MEVA test sets differ. The detailed definition of each 
activity is described in the evaluation plan [6]. Table 2 lists 
the number of instances for each activity for the training 
and validation sets only. Due to ongoing evaluations, test 
set statistics are not included in the table. The number of 
instances for the test sets are not balanced across activities 
(similar to the training and validation sets shown table 
below), which may affect the system performance results. 

 
Table 2 A list of 18 activities and their associated number of 

instances for the train and validation sets  
Activity Type Train Validation
Closing 126 132
Closing_trunk 31 21
Entering 70 71
Exiting 72 65
Loading 38 37
Open_trunk 35 22
Opening 125 127
Transport_HeavyCarry 45 31
Unloading 44 32
Vehicle_turning_left 152 133
Vehicle_turning_right 165 137
Vehicle_u_turn 13 8
Pull 21 22
Riding 21 22
Talking 67 41
Activity_carrying 364 237
Specialized_talking_phone 16 17
Specialized_texting_phone 20 5

6. Results and Analyses 

In this section, we present a summary of the evaluation 
results and speed measurements from the ActEV-PC open 
leaderboard and sequestered data evaluations.  

6.1. Phase 1: Open Leaderboard Evaluation 

A total of 18 teams from academia and industry 
participated in this competition. Each team was allowed to 

upload multiple submissions, and each team’s submission 
with the lowest detection error based on the mean weighted ௠ܲ௜௦௦ 	at ܴி஺ ൌ 0.15 was selected for the following results. 

For the given 18 activities on the VIRAT dataset, Table 
3 summarizes the best performance per team for the AD 
task (submission deadline as of 03/21/19). We had a total 
of 19 systems from 18 challenge participants plus one 
baseline system. ݓ ௠ܲ௜௦௦ at ܴி஺ ൌ 0.15 was used to rank 
activity detection performance. For simplicity, we list the 
values of the metrics using the average values across all 18 
activities for each system. The systems are alphabetically 
ordered and the primary measure is the mean ݓ ௠ܲ௜௦௦ at ܴி஺ ൌ ݓߤ) 0.15 ௠ܲ௜௦௦ at ܴி஺ ൌ 0.15: WPR.15, marked in 
gray)—a smaller value denotes better performance.  

 
Table 3 ActEV-PC open leaderboard results (submission 

deadline as of 03/21/19) on the VIRAT dataset 
WPR.15: μwP୫୧ୱୱ at R୊୅ ൌ .15, PR.15:μP୫୧ୱୱ at R୊୅ ൌ .15 
↓: lower value is considered as better system performance 

Team WPR.15↓ PR.15↓ Eligibility
Baseline_ACT 0.907 0.917 N

Baseline_RC3D 0.913 0.922 N
BUPT-MCPRL 0.699 0.678 Y

IBM-MIT-Purdue 0.757 0.743 N
INF (CMU) 0.736 0.718 N

IVP 0.937 0.944 Y
JHUDIVATeam 0.793 0.790 N

NtechLab 0.806 0.803 Y
MUDSML 0.702 0.683 N

Shandong Normal Univ. 0.858 0.858 Y
SRI 0.805 0.801 N

STARK (IBM) 0.758 0.744 N
STR-DIVA Team 0.762 0.749 N

UCF 0.750 0.735 N
UMD 0.750 0.735 N

UNSW_InsData_PC 0.742 0.730 Y
USF Bulls 0.888 0.896 Y

vireoJD-MM 0.768 0.759 Y
XXR 0.972 0.971 Y

 

 
Figure 4 The ranked list of system performance (AD) 
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Figure 5  Summary of the different levels in detection difficulty among the 18 activities from the phase-1 evaluation 

 
The metric ߤ ௠ܲ௜௦௦ at ܴி஺ ൌ .15 that was used as a 

performance measure during the previous year’s ActEV 
2018 evaluation [2]  is listed as PR.15: ߤ ௠ܲ௜௦௦ at ܴி஺ ൌ0.15 in this table for comparison purposes. Some of the 
participants were not eligible for a prize since they received 
funding from the IARPA DIVA program; hence, we 
included the prize eligibility for each team. 

Figure 4 shows the ranking of the 19 systems (ordered by 
WPR.15: ݓߤ ௠ܲ௜௦௦ at ܴி஺ ൌ 0.15). The x-axis lists the 
systems and the y-axis shows the metric value of ݓߤ ௠ܲ௜௦௦ 
at ܴி஺ ൌ 0.15, where lower values are considered better 
performance.  

The results show that, for activity detection, BUPT-
MCPRL achieved the lowest error rate (WPR.15: 66.9%) 
followed by MUDSML (WPR.15: 70.2%). 

Figure 5 addresses the question of the different levels in 
detection difficulty among the 18 activities for a given test 
dataset. To determine the activity detection difficulty, the 
activity types are characterized by the average performance 
across all 19 system outputs from the open leaderboard sub-
missions. In Figure 5, the x-axis contains activities and the 
y-axis is ݓ ௠ܲ௜௦௦ at ܴி஺ ൌ 0.15. For the VIRAT dataset, 
“riding” and “vehicle_u_turn” activities are generally 
easier to detect compared to the rest of the other activities.  

6.2. Phase 2: Sequestered Data Evaluation 

The top six performers (from the open leaderboard 
participants) who were eligible for the prize were invited to 
submit their systems to the sequestered data evaluation. 
Three teams out of the six submitted systems to NIST.  

Table 4 summarizes the invited teams, their submission 
status and system performance across all 18 activities. The 
metrics were first calculated on each activity and averaged 
across all activities on the entire dataset. The results show 
that the BUPT-MCPRL [25] team has the lowest error rate 

on ݓߤ ௠ܲ௜௦௦ at ܴி஺ ൌ 0.15  (WPR.15) followed by the 
vireoJD-MM [26] team. 

 
Table 4 Sequestered data evaluation results on the MEVA M1  
(ordered by WPR.15: μwP୫୧ୱୱ at R୊୅ ൌ 0.15 marked in gray) 

Teams Invited Submitted System WPR.15↓ 
BUPT-MCPRL Y 0.889
vireoJD-MM Y 0.906

NtechLab Y 0.925
UNSW_InsData_PC N NA

Shandong Normal University N NA
USF Bulls N NA

 
In addition, ActEV-PC had a speed requirement that 

states that systems should not be more than 20 times slower 
than real-time; real-time processing runtime in this 
evaluation refers to the processing at the same rate as the 
input video on a defined hardware specification.  

 

 
Figure 6 System processing run-time relative to real-time on 

MEVA M1 
 

Figure 6 summarizes video processing run-time on the 
MEVA M1 dataset for each system. The x-axis is the 

152



 

system developer and the y-axis denotes the processing 
runtime relative to real-time. 

The ActEV-PC competitions took both detection accu-
racy and system video processing run-time into account 
when ranking systems for the prize awards. 

BUPT_MCPRL and NtechLab submissions successfully 
processed all videos while VireoJD_MM failed to process 
a subset of videos. In addition, as illustrated in Figure 6, 
vireoJD-MM did not meet the speed requirement (and 
operated more than 20 times slower than real-time).  

7. Summary 

In this paper, we presented the results from the Activities 
in Extended Video Prize Challenge (ActEV-PC). The 
competition was open to the public and evaluations were 
run (as a task under the ActivityNet workshop at CVPR 
2019) with two different phases: an open leaderboard 
evaluation and a sequestered data evaluation. We used 18 
target activities from the VIRAT dataset for the open 
leaderboard evaluation and from the MEVA M1 dataset for 
the sequestered data evaluation. 

Eighteen teams participated in the phase 1 open lead-
erboard and three teams submitted their systems to the 
phase 2 sequestered data evaluation; BUPT-MCPRL, 
NtechLab, and vireoJD-MM. Figure 7 illustrates a sum-
mary result of the two evaluation phases for the three teams. 
The first set of histograms (left) represents the results from 
the open leaderboard on the VIRAT dataset while the last 
set of histograms (right) indicates the results from 
sequestered data evaluation on the MEVA M1 dataset. The 
center set of histograms show results from a common subset 
of the MEVA data where all submissions successfully 
processed the data, which is shown since vireoJD-MM did 
not complete processing for some of the videos.  

 
 

 
Figure 7 Summary results for open leaderboard and sequestered 

data evaluations for the three top performers 
 

For system performance, the results show that BUPT-
MCPRL had the lowest detection error rate (based on ݓߤ ௠ܲ௜௦௦ at ܴி஺ ൌ 0.15) followed by vireoJD-MM, and 

NtechLab. However, vireoJD-MM did not meet the 
required speed time bound.  

BUPT-MCPRL was awarded first place (1
st
 most 

accurate detection within the run-time bound), Ntechlab 
received second place (3

rd
 most accurate detection within 

the run-time bound), and vireoJD-MM received third place 
(even though the system provided the 2

nd
 most accurate 

detection, it did not meet the of run-time requirement). 
We observed that given the target activities in the test set, 

riding and “vehicle_u_turn” activities were easiest to detect 
across systems. 

The ActEV-PC competitions provided researchers an 
opportunity to evaluate their activity detection technologies 
on both public and sequestered datasets. The competition 
also resulted in outstanding progress in improving activity 
detection accuracy. 
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