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Abstract

In this paper, we introduce the ‘Reverse Variational Au-

toencoder” (Reverse-VAE) which is a generative network.

On the one hand, visual attributes can be manipulated and

combined while generating images. On the other hand,

anomalies, meaning deviations from the data space used

for training, can be detected. During training the gen-

erator network maps samples from stochastic latent vec-

tors to the data space. Meanwhile the encoder network

takes these generated images to reconstruct the latent vec-

tor. The generator and discriminator are trained adversar-

ially. The discriminator is trained to distinguish between

real and generated data. Overall, our model tries to match

the joint latent/data-space distribution of the generator and

the latent/data-space joint distribution of the encoder by

minimizing their Kullback-Leibler divergence. Desired vi-

sual attributes of CelebA images are successfully manipu-

lated. The performance of anomaly detection is competitive

with state-of-the-art on MNIST.

1. Introduction

Highly automated driving (HAD) has the potential to

revolutionize the way we travel. At the same time, HAD is

a safety-critical application in which the violation of safety

goals, e.g. a crash with other road users is not accept-

able. Consequently, when used for HAD, DL models such

as Deep Neural Networks (DNNs) are required to perform

robustly [9, 15, 2, 14, 11] despite all kinds of anomalies.

Causes for anomalies include lack of diversity in training

data set, or changes in sensors over time which may result

in shift of distribution of captured images with respect to

training data set [16, 29]. Therefore, it is important to de-

tect anomalies - whether the current input image of a DNN

is beyond the feature distribution of the training images data

set [32, 5]. Then these anomalies can be included to the data

set, e.g. by data augmentation based on attribute manipula-

∗equal contribution

(a) The first column is original serious faces. From second to last

column, the dominance of a smile increases with the scale factor α

changing from 0.5 to 2.5 linearly.

(b) Original images in first column are manipulated.

Figure 1: Adding single visual attributes

tion, in order to increase robustness.

Images can be regarded as high dimensional vectors

which is challenging to analyze the distribution directly.

Luckily, the fact that images usually have patterns like hu-

man faces indicates that the distribution of a set of images

may lie in a low dimensional manifold. This has been ex-

perimentally proven by the success of generative adversarial

models [12, 4, 18] which can generate various and realistic

images. However, a GAN [12] type structure can only learn

the mapping from low dimensional latent space to the im-

ages space. It is still challenging to both get the embedding

of an image and generate new images in a decent way.

Variational Autoencoder (VAE) is one of the earliest

model which aims to do both image encoding and image

generation. Although VAE can learn meaningful image em-

bedding that can be used for data distribution analysis, it

tends to generate images with blurring effects which lim-

its its usage in image generation and manipulation tasks.

Inspired by VAE, more advanced models like VAE-GAN
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[22] and ALI [8] were proposed with the goal of improving

the image generation performance while keeping the abil-

ity of encoding input images to latent space. These models

involve in either picking up a certain hidden layer of the

discriminator as feature-wise representation, or adopting a

sophisticated model structure. Moreover, in these works the

experiments are mainly done on 64×64. It remains unclear

if those models can be well scaled to deal with images with

larger resolution in a more practical scenario.

In this work, we introduce the ”Reverse Variational Au-

toencoder” (Reverse-VAE) which can not only learn an ac-

curate mapping to low dimensional space, but also generate

realistic and diverse images. Moreover, our model is com-

patible with the recently proposed progressively growing

strategy [18] to process high resolution images with good

scalability. Our model can be reconfigured such that it is

used either for anomaly detection or for visual attribute ma-

nipulation as a data augmentation method to improve the

DNN model robustness against anomalies [1, 10, 28, 34, 33]

(examples are found in fig. 1). Our contributions are:

• A novel form of training settings reduces the gap

between joint latent/data distribution of generator and

the joint distribution of encoder by minimizing the

Kullback-Leibler divergence. Image generation / re-

construction are competitive with state-of-the-art.

• A simple architecture makes our model easy to train

with less parameter tuning and able to be up-scaled

to generate and reconstruct high resolution images

using a PGGAN [18] setting.

• Good reconstruction performance is restricted on dis-

tribution of training data enables the model to per-

form well in detecting anomalies.

• For manipulating visual attributes the model is trained

without auxiliary information, such as labeled at-

tributes. After training we extract dedicated visual

attribute vectors in the latent space using a small

subset of labeled images. We gain flexibility in ma-

nipulating new attributes without retraining the model.

• Combining both applications leads to a reduced

training effort and to an increased development effi-

ciency.

Although in this paper the attribute manipulation and de-

tected anomalies do not necessarily rely on each other, this

approach strengthens the development of a unified model

for detecting an anomalies and extracting the according at-

tributes in order to augment data.

2. Related Work

First, deep generative models, such as Generative Ad-

versarial Network (GAN) [12] and Variational Autoencoder

(VAE) [20], modeling high dimensional data sets are ex-

plained. Second, models combining aspects of VAE and

GAN are introduced and difference to our model are dis-

cussed.

2.1. GAN, VAE and their extensions

The GAN [12] generates more realistic images by mak-

ing use of an adversarial training procedure. A discrimi-

nator learns to distinguish the real images from the images

synthesized by a generator. At the same time, the generator

tries to ”fool” the discriminator by generating more realis-

tic images. Wasserstein-GAN (WGAN) solves the gradient

vanishing and mode collapse problem of the original GAN

[4] with a minmax game of the Wasserstein distance. More-

over, Chen et al. [6] proposed an information-theoretic ex-

tension to the GAN (InfoGAN) which is able to learn dis-

entangled representation of limited visual attributes, such

as the rotation or stroke of MNIST [23] digits. Neverthe-

less, the GAN-type models cannot learn a low dimensional

embedding as we need for feature distribution analysis.

The VAE predicts the posterior distribution over the la-

tent variables by employing an encoder, and uses an de-

coder to reconstruct the images given the encoder output

[20]. These generated images usually look blurred, though.

The Conditional Variational Autoencoder (CVAE) and its

variants are proposed for structured output prediction based

on the conditional deep generative model with known label

information [35]. CVAE is not suitable for our purpose,

since we want a model to disentangle information without

given auxiliaries during training.

2.2. Models combining aspects of VAE and GAN

After VAE and GAN were proposed, models combin-

ing different aspects of VAE and GAN have evolved: for

example Adversarial Autoencoder (AAE), VAE-GAN and

Adversarially Learned Inference (ALI).

The AAE is a probabilistic autoencoder including a

GAN to conduct variational inference by meeting the aggre-

gated posterior of the latent vector with an arbitrary prior

distribution [26]. Compared with the original images, the

generated images still look blurred.

Apart from AAE, there is also VAE-GAN combining

VAE with GAN such that the learned feature representa-

tions in the GAN’s discriminator are used as a basis for the

VAE reconstruction loss [22]. In VAE-GAN the feature-

wise reconstruction loss is define as

Lrecon x = ‖Disl(x)− Disl(x̂)‖
2
2 (1)

where Disl(x) means the lth hidden layer of the discrimi-

nator, and x, x̂ are input images and reconstructed images

respectively. Our model differentiates from VAE-GAN in a

way that we did not use such a feature-wise reconstruction
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loss primarily, with less parameter tuning such as the selec-

tion of l over different data set or different model size. Ex-

periments show that our model tends to balance the tasks of

generating high quality images and accurately reconstruct-

ing the input images more properly.

Furthermore, the model Adversarially Learned Inference

(ALI) was proposed to learn a generation network (genera-

tor) and an inference network (encoder) using an adversarial

framework [8]. A discriminator is trained to distinguish be-

tween joint samples (z̃, x) of the data and the corresponding

latent vector from the encoder and the joint samples (z, x̃)

from the generator. At the same time the encoder and gen-

erator are trained jointly to fool the discriminator. Assum-

ing the discriminator is optimal, the encoder and generator

are trained to minimize the Jensen-Shannon divergence [24]

between p(z̃, x) and p(z, x̃).
Compared with ALI, our approach also aims to reduce

the gap between the joint distribution p(z, x̃) and p(z̃,x).
The difference is that we achieve this goal by minimizing

the KL-divergence [21] between p(z, x̃) and p(z̃,x) (note

that the KL-divergence is not symmetric, so the order does

matter). By choosing such a loss function, the discrimina-

tor only needs to distinguish between real images and gen-

erated images, while in ALI the discriminator is more com-

plicated. We argue that a simpler discriminator structure is

advantageous since in ALI the way of combining a pair of a

latent vector and an image by concatenation to express the

”joint” relationship may influence the stability of training a

GAN. Moreover, a compact structure enables our model to

be up-scaled to generate and reconstruct high resolution im-

ages. For example, we can progressively increase the res-

olution using the method introduced in PGGAN [18]. On

the contrary, it remains unclear how to apply the progres-

sive growing scheme in ALI where the latent vectors and

images are concatenated before being fed into the discrimi-

nator.

3. Approach

Figure 2 shows the Reverse-VAE network structure. The

generator takes the latent vector z whose elements follow

Gaussian distribution z ∼ N (0, I), and generates image

x̃. Receiving the generated image x̃, the encoder aims to

reconstruct the input latent vector of the generator ẑ. The

discriminator learns to distinguish between the generated

image x̃ and the real image x. Similar to WGAN [4], the

output of the discriminator, Dis(x), is used to calculate the

Wasserstein distance, which is also called Earth Mover’s

Distance [30], .

3.1. Mathematical approach

Let θ denote the parameters for the generator, and φ de-

note the parameters for the encoder. Joint distribution of the

latent vector and the image for the generator is expressed by

z
Generator

x̃
Encoder

ẑ

Discrim-

inator
x

Dis(x)

Figure 2: The network structure of the Reverse-VAE model

pθ(z,x), and joint distribution of the latent vector and the

image for the encoder is expressed by qφ(z,x).
Although KL-Divergence DKL(qφ(z,x)‖pθ(z,x)) [36]

is not mathematically equal to DKL(pθ(z,x)‖qφ(z,x)),
minimizing DKL(pθ(z,x)‖qφ(z,x)) is leading to the same

goal of matching joint distributions qφ(z,x) and pθ(z,x).
The training goal is chosen to minimize the KL diver-

gence between joint distribution pθ(z, x) and qφ(z, x):

DKL(pθ(z,x)‖qφ(z,x)) = E(z,x)∼pθ(z,x)

[

log
pθ(z,x)

qφ(z,x)

]

=E
z∼pθ(z)

{

E
x∼pθ(x|z)

[

log
pθ(x|z)pθ(z)

qφ(x)qφ(z|x)

]}

=E
z∼pθ(z)

{

E
x∼pθ(x|z)

[

log
pθ(x|z)

qφ(x)

]

+ E
x∼pθ(x|z)

[

− log qφ(z|x)
]

+ E
x∼pθ(x|z)

[

log pθ(z)
]

}

=E
z∼pθ(z)

{

DKL(pθ(x|z)‖qφ(x))

+ E
x∼pθ(x|z)[− log qφ(z|x)] + log pθ(z)

}

(2)

Since the prior distribution of z is fixed during the training

process, E
z∼pθ(z)

{

log pθ(z)
}

is a constant, it has no con-

tribution to computing the gradient and is neglected here.

Therefore, the loss function of the Reverse-VAE model is:

LReverse-VAE =E
z∼pθ(z)

{

DKL(pθ(x|z)‖qφ(x))
}

+ E
z∼pθ(z)

{

E
x∼pθ(x|z)[− log qφ(z|x)]

}

(3)

The loss function of the Reverse-VAE contains two terms.

The first term is the KL divergence between the generator

output distribution pθ(x|z) and the prior distribution qφ(x)
representing the real image data. Similar to the AAE [26],

a discriminator is applied to distinguish between generated

image (generator output) and the real image. The generator

and the discriminator are trained adversarially to minimize

the first term E
z∼pθ(z)[DKL(pθ(x|z)‖qφ(x))] of eq. (3).
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The second term of the loss function in eq. (3) is the

reconstruction error. Suppose that z is the input latent vec-

tor of the generator, and the encoder output, ẑ, is the re-

construction of the latent vector. In our model each ele-

ment of the input vector of the generator z follows indepen-

dent normal distributionN (0, 1). According to Kingma and

Welling [20], we assume each element of the reconstruction

of the latent vector ẑ also follows independent Gaussian dis-

tribution with fixed variance. In this case, the reconstruction

error can be transformed to the sum of square error [20],

where c = 1 is a constant related with the variance of the

reconstructed latent vector:

E
z∼pθ(z)

{

E
x∼pθ(x|z)[− log qφ(z|x)]

}

∼ E
z∼pθ(z)

[

c ‖z − ẑ‖22
]

(4)

3.2. Training

The training setting for the generator and discriminator

is similar to the training setting of WGAN-GP [13]. The

generator loss function is:

LGen = −E
z∼pz(z)

[

Dis(Gen(z))
]

(5)

The discriminator loss function is:

LDis =E
z∼pz(z)

[

Dis(Gen(z))
]

− E
x∼pdata(x)

[

Dis(x)
]

+ λE
xint∼pxint

(xint)

[

(‖▽xint
Dis(xint)‖2 − 1)2

]

(6)

The hyper parameter λ is set to λ = 10 [13]. The first

part of the discriminator loss function in eq. (6) is related

with the negative Wasserstein distance, similar to WGAN

[4] and WGAN-GP[13]. The second part includes the gradi-

ent penalty term that enforces the Lipschitz constraint [13].

Computing the gradient penalty requires to get random sam-

ples from the space between real data distribution and gen-

erated data distribution. To approximate this operation, data

xint is uniformly sampled along the straight lines between

the pairs of real data x and generated data x̃. This is de-

scribed in eq. (7) where ǫ is random variable following uni-

form distribution.

xint = ǫx+ (1− ǫ)x̃, ǫ∼U [0, 1] (7)

During training, the encoder learns to reconstructs the gen-

erator input z ∼ pθ(z) given the generated image Gen(z).
Let ẑ = Enc(Gen(z)) represent the reconstructed latent

vector. According to eq. (4), the latent vector reconstruc-

tion loss function is:

Lrecon z = E
z∼pθ(z)

[

‖z − ẑ‖22
]

(8)

Lrecon z in eq. (8) is optimized for the encoder’s parameters

with a learning rate α = 10−4 and for the generator’s pa-

rameters with a learning rate α
5 . We choose a lower learn-

ing rate for generator for optimizing Lrecon z since we need

to ensure good quality of generated images, which is opti-

mized via minimizing LGen.

Since in our model each element of input latent vector

z follows independent normal distributionN (0, 1), the L2-

norm loss Lrecon z only ensures that encoder’s output has a

Gaussian distribution with zero mean. In order to make the

variance of elements of the encoder output to be 1, besides

Lrecon z we add an extra loss for the encoder: |σ({ẑ
(i)
d })−1|,

where σ({ẑ
(i)
d }) is the standard deviation of the elements

of the encoder’s outputs across all dimensions over one

mini batch. The overall training procedure is shown in

Alg. 1. Adam optimizer [19] is used. Code is available

at github.com/nianlonggu/reverse variational autoencoder .

Algorithm 1 Training the Reverse-VAE model. λ = 10,

m = 100, ndis = 5, α = 0.0001,β1 = 0,β2 = 0.99, ξ =
0.01, η = 1

Require: The gradient penalty coefficient λ, the number of

discriminator iterations per generator iteration ndis, the

batch size m, Adam hyperparameters α, β1, β2, θ is a

general notation for model parameters.

1: while not converged do

2: for l = 1, ..., ndis do

3: Sample a batch of real data {x(i)}mi=1∼px(x)
4: a batch of latent variables{z(i)}mi=1∼pz(z),
5: a batch of random variables {ǫ(i)}mi=1∼U [0, 1].
6: x̃

(i) ← Gen(z(i))

7: x
(i)
int ← ǫx(i) + (1− ǫ)x̃(i)

8: L
(i)
Dis ← Dis(x̃(i))− Dis(x(i))

9: +λ(
∥

∥

∥
▽xint

Dis(x
(i)
int )

∥

∥

∥

2
− 1)2

10: θDis ← Adam(▽θDis

1
m

∑m

i=1 L
(i)
Dis, θDis, α, β1, β2)

end for

11: sample a batch of latent variables{z(i)}mi=1∼pz(z),
12: x̃

(i) ← Gen(z(i))
13: ẑ

(i) ← Enc(x̃(i))

14: L
(i)
Gen ← −Dis(x̃(i))

15: L
(i)
recon z ←

∥

∥

z
(i) − ẑ

(i)
∥

∥

2

2

16: θGen ← Adam(▽θGen

1
m

∑m

i=1 L
(i)
Gen, θGen, α, β1, β2)

17: θGen ← Adam(▽θGen

1
m

∑m

i=1
(i)
recon z, θGen,

α
5 , β1, β2)

18: θEnc ← Adam(▽θEnc
( 1
m

∑m

i=1 L
(i)
recon z +

η|σ({ẑ
(i)
d })− 1|), θEnc, α, β1, β2)

end while

4. Experiments and Results

In subsection 4.1 we present results of the Reverse-VAE

for reconstructed images and randomly synthesized images

of the generator. Latent space interpolation is introduced in

subsection 4.2. Based on this, in subsection 4.4 visual at-
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Table 1: FID of Progressive Reverse-VAE on CelebA

256x256 is similar to DCGAN 64x64 and thus, generates

good and diverse images. FID of DCGAN trained by a two

time-scale update rule (ttur) and of DCGAN from [17].

Method learning rate update FID

DCGAN TTUR [17] 1e-4, 5e-4 225,000 12.5

DCGAN [17] 5e-4 70,000 21.4

PG Reverse-VAE 1e-3 107,496 29.2

tribute manipulation is proposed. Finally, in subsection 4.5

the Reverse-VAE is applied in anomaly detection.

4.1. Random Generation and Image Reconstruction

We trained and tested the Reverse-VAE model on the

MNIST [23], the SVHN data set [27] and the CelebA data

set [25].

Figures 4a, 4c, 4e show randomly generated images,

tested on the MNIST, SVHN and CelebA data set, respec-

tively looking realistic and diverse. In Figures 4b, 4d, 4f

the reconstructed images accurately capture the structure,

stroke and slope of the digits in MNIST, the center digits

as well as the surrounding distracting digits in SVHN, and

the main characteristics of faces, including skin color, hair

color, hair line, gesture, and facial emotions in CelebA data

set, respectively. Based on the results, we conclude that the

Reverse-VAE model successfully learns the mapping from

the input images to the latent vectors while generating real-

istic images.

4.2. Latent Space Interpolation

In order to interpolate between two real images, the en-

coder converts two real images x1 and x2 into the corre-

sponding latent vectors z̃1 = Enc(x1) and z̃2 = Enc(x2).
Then new points zinterp are linearly sampled between the

straight line from z̃1 to z̃2 with the interpolation factor γ

linearly increasing from 0 to 1:

zinterp = γz̃2 + (1− γ)z̃1 (9)

Afterwards the generator converts the linearly sampled la-

tent vectors to images xinterp = Gen(zinterp) where xinterp

are the interpolated images between two real images.

CelebA interpolated images in Figure 5 look realistic im-

plying that the Reverse-VAE learns latent features which

generalize well, and that the probability mass does not con-

centrate around the latent vectors of training samples.

4.3. Progressively Growing (PG) Reverse­VAE

To scale up our model to generate or reconstruct higher

resolution images, we adopted the strategy of progressively

growing resolution introduced in PGGAN [18]. We train

our Reverse-VAE model starting from a very low resolu-

tion, 4× 4, then we progressively increase the resolution to

8 × 8 by adding a block of up-sampling and convolution.

During the resolution transition stage, a weight factor α in-

creasing from 0 to 1 linearly is used to weight the contribu-

tion of the newly added 8× 8 block and the previous 4× 4
block to the generation of 8 × 8 images. For the discrim-

inator and the encoder, similar operations of adding a new

higher-resolution block and resolution transition are used.

We increase the resolution in this manner until reaching the

resolution of 256× 256, due to a limitation of computation

resources.

We also adopted the PGGAN’s strategies of stabilizing

the training, including minibatch standard deviation, pix-

elwise normalization, and equalized learning rate. Further-

more, like PGGAN, we remove the sigmoid activation func-

tion at the generator’s output and rescale the image pixel

value into the range of [-1,1]. During the training at each

resolution, we are still use the loss functions introduced in

Section 3.2 and the training setting is similar to Alg. 1.

Compared with PGGAN, our model has one extra pro-

gressively trained encoder, which increases the application

scenarios of our model beyond generating HD images. For

example, one can reconstruct an input HD image with good

accuracy. This enables our model to be used for high reso-

lution image inpainting which means reconstructing lost or

deteriorated parts of images. Moreover, our model can eas-

ily perform interpolation between two real images using the

method in Section 4.2. Figure 3 shows the image random

generation, reconstruction, inpainting and morphing results.

The progressively growing Reverse-VAE is shown to be

able to generate realistic images and accurately reconstruct

features like hair color, skin, facial emotion and gesture in

a large image scale. Although in image inpainting the in-

painted area has inconsistent brightness, the facial expres-

sion looks natural and coincides well with unmasked area.

These results further prove the scalability of our model.

Furthermore, we provide the Fréchet Inception Distance

(FID) [17, 7] for random generated images and compare

them with other models in Table 1. The smaller FID score

is, the higher the quality is and the more diverse the gen-

erated images are. The FID of Progressively Growing

Reverse-VAE on CelebA 256x256 is similar to DCGAN on

CelebA 64x64. The FID confirms that PG Reverse-VAE

generates high quality and diverse images.

4.4. Visual Attributes Manipulation

Usage of Feature-wise Reconstruction Loss Although

the results of image generation, reconstruction, morphing as

well as high resolution image reconstruction show that our

model can learn a meaningful embedding and reconstruct

the main image features accurately without the feature-wise

reconstruction loss Lrecon x from Equation 1, we do observe
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(a) Randomly generated images. (b) Image reconstructions. (c) Image inpainting.

(d) Image morphing.

Figure 3: Random image generation, image reconstruction, image inpainting and image morphing using the Progressively

Growing Reverse-VAE are tested on CelebA 256 × 256. For image reconstruction results the first column are input images

and the second are reconstructions. For image inpainting we reconstruct the input image in the first column, then only keep

the reconstructed area where the mask is, and finally combine it with the input image. For image morhing, the first and last

images are real images and the images in between are generated images.

(a) MNIST randomly generated images. (b) MNIST reconstructions.

(c) SVHN randomly generated images. (d) SVHN reconstructions.

(e) CelebA randomly generated images. (f) CelebA reconstructions.

Figure 4: In Figures 4a, 4c, 4e randomly generated images and in Figures 4b, 4d, 4f reconstructions on the MNIST, SVHN

and CelebA data set, respectively, are shown. For the reconstruction results, odd columns are the original images from test

data set and even columns are the corresponding reconstructions.

adding such a loss to the generator improves the recon-

struction performance slightly when tested on the CelebA

64× 64. This extra loss may force the model to learn to fa-

vor a better reconstruction of the detail. In the experiments

of visual attributes manipulation (section 4.4) and anomaly

detection (section 4.5), we add the loss Lrecon x by default,

since an accurate reconstruction is important for these two

tasks.

In contrast to GAN [12], the visual attributes of images

can be analyzed in the latent space and particular latent vec-
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Figure 5: The transition from real image in first column to

real image in last column (e.g. woman to man) is based on

latent space interpolations with γ increasing from 0 to 1.

tors which represent disentangled visual attributes can be

extracted. If we want to give a serious face a smile, it is

required to add a visual attribute vector vadd-smile which rep-

resents the change from ’serious’ to ’smiling’ to the latent

vector of the serious face.

After training, the CelebA validation data set which in-

cludes different celebrity identities is used to compute the

visual attribute vectors. Each image is labeled with 40 at-

tributes like hair styles, face emotions and hair colors. For

each identity i, the encoder maps each smiling face to a la-

tent vector and then the mean latent vector of smiling faces

z̄
(i)
smiling is calculated. The same is conducted for the serious

face to obtain a mean latent vector of serious faces z̄
(i)
serious.

Then ’serious’ latent vector is subtracted from ’smiling’ la-

tent vector to obtain latent vector of adding smile v
(i)
add-smile

for the identity i. Afterwards the latent vector of adding

smile is averaged over all possible identities to the visual

attribute vector v̄add-smile.

After the encoder processes the corresponding latent

vector zserious for a new image of a serious face xserious, the

visual attribute vector vadd-smile is added to the latent vec-

tor zserious to get the transformed latent vector zsmiling. Fi-

nally, the generator receives zsmiling to generate an image

with smiling face xsmiling. If the visual attribute vector is

disentangled, only the desired visual attribute will be ma-

nipulated.

Furthermore, we found that the direction of the visual

attribute vector v̄add-smile determines the type of visual at-

tribute, and the magnitude determines the dominance of the

visual attribute. A scale factor α is used to adjust the mag-

nitude of the visual attribute vector. This is achieved by

adding the scaled visual attribute vector αv̄add-smile to zserious

to get the converted latent vector zsmiling.

Increasing the scale factor α linearly from 0.5 to 2.5 in

Figure 1a, the smile on faces is broadened without influenc-

ing other facial attributes. We regard the transition of smile

as natural and realistic and suppose that the Reverse-VAE

model learns disentangled visual attributes. Manipulated

images with 10 visual attributes are shown in Figure 1b.

zattri,sum = zoriginal +

m
∑

j=1

αj v̄add-attri,j (10)

A set of visual attribute vectors {v̄add-attri,j}j=1...m is com-

Figure 6: Six different visual attributes are combined: I.

Black hair; II. Eyeglasses; III. Smiling; IV. Mouth slightly

open; V. Bangs; VI. Pale skin. Each column represents one

combination: (a) Original images; (b) Attri. I, III; (c) Attri.

II, III; (d) Attri. I, II, III; (e) Attri. IV, V; (f) Attri. V, VI;

(g) Attri. IV, V, VI; (h) Attri. II, IV, V, VI.

bined linearly and added to the latent vector of an image

in eq. 10, where m is the number of visual attributes and j

the attribute index. In figure 6, each αj is empirically cho-

sen such that the visual attribute is equivalently dominant.

Finally, the generator takes the latent vector zattri,sum to gen-

erate the image with desired visual attributes.

Different from ALI [8], the Reverse-VAE model is

trained without image attributes information. Nevertheless,

disentangled visual attributes vectors can be extracted in the

latent space learned by the Reverse-VAE, and used for vi-

sual attributes manipulation with comparable performance.

Further experiments show that extracting visual attribute

vectors without using identity information (such as pro-

posed by Larsen et al. [22]) leads to more entangled visual

attribute manipulation (e.g gender). In figure 7 adding the

visual attribute “blond hair”, “heavy makeup” or “pale skin”

without identity information to a male face leads to a female

face with the desired visual attribute.

4.5. Anomaly Detection

Similar to [3, 37, 31], the image reconstruction error is

used to detect anomaly samples. Learning the distribution

of training data, the Reverse-VAE can reconstruct the im-

ages which are within the distribution of training data with

small reconstruction error. For the anomaly images, the re-

construction error is large. Let x denote the input image, x̂

Figure 7: Original images in first column are manipulated

without (first row) and with identity information (second

row). Visual attribute vectors extracted without using iden-

tity information (first row) lead to more entangled visual

attribute manipulation.
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Figure 8: Comparison of anomaly detection performances

of VAE [3], Efficient-GAN [37] and Reverse-VAE on the

MNIST, evaluated by AUCROC and AUCPRC.

the reconstructed image, and Disl(x) the output of lth layer

of the discriminator (here 3rd layer). Reconstruction error

Ex of input x is defined by:

Ex = ‖Disl(x̂)− Disl(x)‖2 (11)

E
x

(i) represents the reconstruction error of a sample x
(i)

from the training set. The anomaly score A(x) represents

the likelihood that an input image x is an anomaly and is

defined by the ratio of number of training samples whose

reconstruction error is less than Ex to the total number of

training samples, whereas card() is the Cardinality sign:

A(x) ≃
card

(

{x(i)|E
x

(i) < Ex}
)

card
(

{x(i)}
) (12)

The process of anomaly detection is shown in Alg. 2. The

Reverse-VAE is evaluated regarding its anomaly detection

performance on the MNIST [23].

In MNIST, for each type of digits a ∈ {0, 1, ..., 9}, we

treat digit a as anomaly and all the other digits as normal

data. There are 10 different models each trained to detect

an anomaly digit respectively. Similar to [3], 80% of the

normal data is used for training. The rest 20% of normal

data and all the anomaly data are used for testing. Pixels of

images are normalized to the range [0, 1]. Parameter setting

of the generator, discriminator and encoder is the same as

for EfficientGAN [37]. The performance of the anomaly

detection is evaluated by the area under the curve of the

receiver operating characteristic (AUCROC) and the area

under the curve of the precision recall curve (AUCPRC).

Figure 8 shows that Reverse-VAE model performs bet-

ter than VAE [3] and Efficient GAN [37], evaluated by

Algorithm 2 Process of anomaly detection.

1: Given input image x, compute reconstruction error Ex.

2: Compute the anomaly score A(x) according to eq. 12

3: Select threshold ǫ. x is anomaly when A(x) > ǫ, and

x is not anomaly when A(x)≤ǫ.

Figure 9: Reconstructions of anomaly digits are given. The

first row show anomaly digits and the second row show cor-

responding reconstructions.

AUCROC. As shown in Figure 9, reconstructions of the

anomaly digits resemble samples from normal data set

with structural similarity. For example, reconstructions of

anomaly digit 7 are mostly 9 or 4. By comparing the recon-

structions of anomalies (Figure 9) and normal digits (Figure

4b), we conclude that anomalies can be detected based on

reconstruction error, being larger than that of normal digits.

Our model has a state-of-the-art performance when evalu-

ated by precision and recall.

Nevertheless, the reconstruction error based strategy is

vulnerable to the anomaly images which are structurally

simple or similarly appears in other samples. This tendency

is also found for VAE and Efficient GAN. Especially de-

tecting anomaly digit 1 is worse than random guess. As

shown in Figure 9, the reconstructions of anomaly digit 1
(a) with thick stroke is usually thin version of digit 8 or 3;

(b) with normal stroke is usually 7 or 9, since its vertical

stroke makes up a large part of digit 7 and 9. The simple

structure of digit 1 is present in many other digits, so that it

is difficult to detect anomaly digit 1.

5. Conclusion and outlook

We introduced the ‘Reverse Variational Autoencoder”

(Reverse-VAE) for two applications: visual attribute manip-

ulation and anomaly detection. The Kullback-Leibler diver-

gence between joint latent/data-space distribution of gener-

ator and the latent/data-space joint distribution of encoder

is minimized during training to learn meaningful mapping

from data space to latent space. Based on this mapping

both applications are enabled. Desired visual attributes of

CelebA images are successfully manipulated. The perfor-

mance of anomaly detection is competitive with state-of-

the-art on MNIST. The anomaly detection can be used as a

monitor of a Deep Learning (DL) model trained on the same

data as the Reverse-VAE. A positive finding could lead to

measures for performing in a safe manner. Furthermore, the

good scalability enables our model to be up-scaled for high

resolution image visual attribute manipulation which can be

used for data augmentation in a practical usage scenario.
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