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Abstract

In video captioning, the description of a video usually

relies on the domain to which the video belongs. Typically,

the videos belong to wide range domains such as sports,

music, news, cooking, etc. In many cases, a video can be

associated with more than one domain. In this paper, we

propose an approach to video captioning that uses domain-

specific decoders. We build a domain classifier to obtain the

estimates of probabilities of a video belonging to different

domains. For each video, we identify the top − k domains

based on the estimated probabilities. Each video in the

training data set is shared in training the domain-specific

decoders of top−k labels obtained from the domain classi-

fier. The domain-specific decoders use the domain-specific

semantic tags for generating captions. The proposed ap-

proach uses the Temporal VLAD for preprocessing the fea-

tures extracted from 2D-CNN and 3D-CNN features. The

preprocessed features provide better feature representation

of the videos. The effectiveness of the proposed approach is

demonstrated through the results of experimental studies on

Microsoft Video Description (MSVD) corpus and MSR-VTT

dataset.

1. Introduction

Video captioning is a process of generating a meaning-

ful natural language sentence for a given video. Applica-

tions such as video understanding, human computer inter-

action, automatic video subtitling, and navigation by the

visually challenged persons depend on video captioning.

The task of video captioning is similar to image captioning.

Image captioning is widely studied, and many approaches

have been developed to generate captions for images [11],

[12], [18],[20],[22], [35], [38], [39], [44], [45]. However,

captioning a video is a more challenging task due to the

temporal information present in the video in addition to the

spatial information. Many approaches have been developed

for video captioning [2], [3], [16], [17], [13], [21], [25],

[40], [46], [47]. In many video captioning techniques, the

input video is converted into an intermediate representa-

tion using an encoder. This encoder can be a handcrafted

feature extractor, a CNN (Convolutional Neural Network),

an RNN (Recurrent Neural Network) or a combination of

them. Most of the existing video captioning techniques

use a CNN developed for image classification in ImageNet

Large Scale Visual Recognition Challenge (ILSVRC) [31],

[29] as an encoder to process every frame in a video. The

encoder of a video captioning system usually focuses only

on a single type of features like spatial features or spatio-

temporal features or semantic features. A single type of

features may not capture the diverse types of information

present in a video. The video captioning model proposed

in this work uses a fusion of different type of features such

as spatial features from a 2-dimensional CNN (2D-CNN),

spatio-temporal features from a 3-dimensional CNN (3D-

CNN) and semantic features.

Captioning a video primarily depends on the knowledge

of the domain to which the video belongs. Most of the exist-

ing approaches to video captioning assume that every video

belongs only to a single domain. Very few approaches ex-

ploit the domain information of the videos. The approach

in [30] uses a separate language model for every domain.

In this approach, the language model for a domain is built

using the captions of videos pertaining only to that domain.

The approach in [5], [6] learns the topics/domains from the

videos using captions and visual information during train-

ing. As the captions will not be available during testing,

only the visual information is used to predict the topic of a

video. It may result in an inaccurate prediction of topics for

the videos.

Generating captions using domain-specific knowledge

may give a better performance. While learning about a new

domain, a person uses the prior knowledge related to the

other domains. For example, the knowledge about the ac-

tions such as running, kicking, jumping, jogging, etc. is

used to learn about sports domain. There may be an overlap

in the semantic tags of different domains. Figure 1 shows

frames of the videos taken from the actions domain and the

cooking domain. The cooking domain video shows a per-

son cooking and cutting vegetables. The actions domain

video shows a person performing actions like cutting paper,
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a woman is adding oil and paste into the pan

a woman is frying onions

a woman is adding some oil garlic and onion into a pan

a woman adds oil and sautes garlic and onions in a pan

Semantic tags: woman, oil,pan, onions, saute, garlic

a woman is chopping up herbs

the woman is finely dicing vegetables

a person is chopping a green vegetable with a knife

someone is cutting green leaves

Semantic tags: woman, chopping, cutting, leaves, knife, green, person

a man is cutting a paper by scissor

a man is cutting paper into two equal strips

a man is cutting a piece of paper

a man cuts some paper

Semantic tags: man, cutting, paper, piece, strips, two

a old man is reading news paper

an elderly man seated on a blue cushioned chair is reading the newspaper

an old man is reading the news paper

the man read some paper in his chair

Semantic tags: man, reading, news, chair, cushion, old, seated

Actions domainCooking domain

Domain specific semantic tags: onions, chopping, cutting, 

knife, oil , pan

Domain specific semantic tags: news, paper, man, 

reading, cutting

Common semantic tags: man, cutting, woman, person

Figure 1: Sample video frames from cooking and actions domains along with the captions and semantic tags of the videos.

The common semantic tags and the domain-specific semantic tags are also shown.

reading a newspaper, etc.

In Figure 1, the semantic tags onions, chopping, and pan

are present only in the captions of videos belonging to the

cooking domain. The semantic tags reading, news paper,

and chair are present only in the captions of videos belong-

ing to the actions domain. The semantic tags such as man,

woman, cutting and person are common to both the do-

mains. It is noted that the sentence styles for the videos of

both the domains are similar. Training a language model for

a domain with a small number of videos may lead to over-

fitting. We propose to use a video in training the language

models for more than one domain to improve performance

of video captioning. The main contributions of this work

are as follows:

1. We propose a domain-specific approach to video cap-

tioning using the domain-specific semantic tags and

language model for decoding.

2. We propose a method that uses both the visual and se-

mantic features obtained from visual features for clas-

sifying the videos into different domains.

3. We propose a method to share the videos in building

the decoders for different domains.

4. We propose to use the temporal VLAD method for ag-

gregating the descriptors extracted frames of a video

using the 2D-CNN and 3D-CNN models.

The remaining part of the paper is organized as follows.

Section 2 presents a review of the approaches to video cap-

tioning. Section 3 presents the proposed approach. Section

4 presents the details of the experimental studies. Section 5

presents the results of the experimental studies.

2. Approaches to video captioning

The template-based approaches to video captioning deal

with the subject, verb and object parts of the description.

The visual content of the video is used to identify the sub-

ject, verb, and object parts of a caption. These subject, verb

and object are then fit into the predefined sentence tem-

plates [41], [15], [28]. The template-based approaches are

good at generating captions that are grammatically correct.

These approaches are limited to the subject, verb, and object

triplets. Many end-to-end approaches have been proposed

for video captioning[36], [24], [43]. The sequence to se-

quence video to text (S2VT) approach [36] is the first end-

to-end approach proposed for video captioning. It uses a

stack consisting of two Long Short Term Memory (LSTM)

models for both encoding and decoding.

Several attention-based approaches have been proposed

for image captioning. The show, attend and tell approach

[39] provides attention to different parts of an image. The

approach in [16] proposes an attention based LSTM (aL-

STMs) to build a decoder for video captioning. The ap-

proach in [46] proposes a Hierarchical Recurrent Neural

Network (H-RNN) for video captioning. It provides spatial

attention by computing features for multiple image patches

located at different positions in the frames of a video. The

approach in [17] uses an attention-based fusion of multi-

modal features extracted from a video like 2D-CNN fea-

tures, 3D-CNN features, and audio features. These ap-
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proaches do not use the domain-specific information that

plays an important role in captioning of a video. The ap-

proach in [23] uses a multi-faceted attention on 2D-CNN,

3D-CNN and semantic features to generate captions for im-

ages.

In the Semantic Compositional Network (SCN) based

approach to video captioning [13], the semantic attributes

are first obtained from a video using a multi-label classifica-

tion model. These semantic attributes are used to determine

the weights of LSTM in the decoder. In the dual stream

approach to video captioning [40], one stream is the visual

features and another stream is the semantic attributes ob-

tained from the video. A semantic guided LSTM [47] uses

the semantic tags predicted from a video to guide the LSTM

based decoder in the language model. In this approach,

the language model uses the semantic tags obtained from

the entire dataset. In our proposed approach, we use only

the domain-specific semantic tags in training the domain-

specific decoder.

In [9] an approach that uses a joint encoding of features

in two streams is proposed. The two streams are 3D-CNN

features and Motion History Images (MHI) features. This

approach does not use the semantic features. Sequential

Vector of Locally Assigned Descriptors(VLAD) approach

[42] integrates the VLAD into the Recurrent Convolutional

Neural Network for captioning. The object aggregation

based approach using VLAD is proposed in [48]. It uses Bi-

directional temporal graph and object aggregation for video

captioning. These approaches does not use the domain-

specific information of the videos. The PickNet approach

[8] uses the reinforcement learning to pick the informative

frames from an input video for caption generation. Here,

there is a trade-off between the number of frames picked

and the information gained. The approach in [32] uses a

multi-modal stochastic LSTM to learn visual and textual

features. Then a backward LSTM is used to perform the

uncertainty propagation.

3. Domain-specific semantics guided approach

to video captioning

This section presents the proposed domain-specific se-

mantics guided approach to video captioning. Figure 2

shows the architecture of the proposed approach. We use

the spatial (2D-CNN), spatio-temporal (3D-CNN) and se-

mantic features for domain classification and captioning of

a video. Given an input video, the domain classifier gen-

erates probabilities of the video belonging to different do-

mains.The top-k probabilities from the classifier are cho-

sen and the video is assigned to the domains of the top-k

probabilities. Using this approach we identify a new set of

training videos for each domain. The domain-specific se-

mantic tags are extracted from the captions of the training

videos of a particular domain. The domain-specific decoder

uses the domain-specific semantic tags during caption gen-

eration. During testing, captions for a given video are gen-

erated using decoders of all the domains. Then we choose

the sentence with maximum probability as the final caption

for the video.

3.1. Domain classification of videos

The domain classification of videos plays a significant

role in the proposed domain-specific approach to video cap-

tioning. As shown ‘in figure 2, the 2D-CNN and 3D-CNN

features are first extracted from a video. The 2D-CNN

and 3D-CNN features are pre-processed using the tempo-

ral VLAD method to obtain a representation of the video.

The semantic features extracted using the approach in

[13] are also given as input to the domain classifier. Let

N be the number of videos available. Let M be the num-

ber of semantic tags identified from the captions. The

target semantic tag label vector for nth video is xn =
[xn1, xn2, · · ·xnM ]

T
, where xni is 1 if the label i is present

in the descriptions of the nth video. A Multi-layer Percep-

tron (MLP) is trained as a multi-label classifier with xn as

the target vector for nth video in the training dataset. The

output of the MLP sn = [sn1, sn2, · · · snM ]
T

is the seman-

tic feature vector of the nth video. Here snm is the proba-

bility of the semantic tag m being associated with video n.

The semantic features play a vital role in captioning as they

explicitly indicate the presence of specific objects or actions

in the video.

A set of VLAD processed 2D-CNN and 3D-CNN fea-

tures and semantic features is given as input to the domain

classifier. As there are no ground truth labels available for

domain classification in MSVD, we use K-means cluster-

ing to give pseudo domain labels to the training videos. The

K-means clustering is used to cluster the videos using the

representation as obtained above. The clustering method

clusters the videos with similar visual features, semantic

tags and descriptions. The cluster index is assigned as the

pseudo domain label of all the videos in a cluster. In MSR-

VTT dataset, each video is assigned a category label like

music, people, gaming, etc. Many of the videos are labeled

erroneously. The tagging do not precisely determine the

categories of the video. It is also found that the number of

videos in some of the categories is large, whereas in few cat-

egories the number of videos is very small. Hence we use

the same approach to obtain the domain labels for MSVD

and MSR-VTT dataset.

The most frequent words in the captions of videos of a

domain constitute the domain-specific semantic tags of that

domain. Figure 3 shows the word clouds of four domains

in the MSVD dataset. The font size of a word in a word

cloud indicates the frequency of occurrence of the word in

that particular domain. Words with large font size represent

more frequent words, whereas the words with small font
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Ground truth video captions:

three women are dancing in a field

three women are dancing

three women are dancing outdoors on the grass

two girls are singing and dancing

woman wearing white dresses are dancing in the 

rain

three women are dancing in the forest
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Semantics: woman, girls, singing, dancing,  
grass,  rain, forest,  dress

Figure 2: Framework of the proposed approach video captioning. The visual features and semantic features are used jointly

to identify the video domains. Then the domain-specific decoder is used for generating captions.

size represent less frequent words. From the word cloud,

it can be seen that the categories of domains are cooking,

action, music, and riding. After clustering we inspected the

videos and the descriptions of videos in different clusters

and are identified with the domain titles like cooking, music,

sports, animals, actions, etc.

A video can be associated with more than one domain

using the visual and semantic information available in the

video. These videos are called as multi-domain videos. An

example of such an association is shown in Figure 4. Here, a

video in the animals domain has semantic tags cat, playing,

trampoline, man and boy, and a video in actions domain

has semantic tags man, playing, ball, kicking, around, boy,

and soccer. The semantic tags man, playing, and boy are

present in both the videos. The cross-domain semantic tags

are common to both animals and sports domain, so both the

videos are associated with animals and actions domains.

The pseudo domain labels obtained using the cluster-

ing method are considered as desired output for the do-

main classification model. Hard assignment of only one

domain label for a video confines the video to one domain

only. In this work, a video is associated with more than

one domain by soft assignment. Here, the domain classifi-

cation is considered as a multi-class classification task. Let

yn = [yn1, yn2, · · · ynL]
T be the domain label vector, where

L is the number of domains. The probability p(dnl|rn) of

the video nth to be assigned the domain l is calculated by

the multi-class classifier. Here rn is the feature represen-

tation of nth video given by rn = [vn, tn, sn], where vn
are VLAD aggregated 2D-CNN features, tn are the VLAD

aggregated 3D-CNN features, and the sn are the semantic

features of the nth video.

The final output of the classifier is represented as dn =
[dn1, dn2, · · · dnL], which is the vector of probabilities of

assigning the nth video to the lth domain by the multi-class

classifier. From the final output of the classifier, we obtain

the top-k labels and assign the nth video to the k domains.

In our work, the semantic features obtained from the entire

dataset are used for domain classification. So, the semantic

tags available in the captions indirectly contribute to domain

classification through the semantic features.

3.2. Domain­specific decoder

The encoder of the video captioning model is common

for all the domains. A separate domain-specific decoder is

trained for each domain. In this work, a novel method is

presented to train a domain-specific language model. We

identify a new set of training videos for each domain us-

ing top-k probabilities obtained using the domain classifier.

These videos are used in training the domain-specific de-

coder. The domain-specific decoder uses domain-specific

vocabulary derived from the captions of training videos as

the possible words to be predicted by the language model.

A video is assigned to the training set of a domain only

if the probability for that domain is greater than a thresh-

old. If the probability is very small, then the contribution of
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(a) Cooking domain

(b) Riding vehicles

domain (c) Music domain (d) Actions domain

Figure 3: Word clouds for different domains

a cat is playing on a trampoline

a man plays with a cat under a trampoline 

a cat and a person are playing around with a trampoline

a cat playing with a boy while on a trampoline

Semantic tags: man, cat, playing, trampoline, boy

Animals domain video

a man is playing football in ground

a man is kicking a soccer ball

a boy is kicking a ball around

a man does tricks with a soccer ball

Semantic tags: man, playing, ball, kicking, 

boy, soccer

Sports domain video

Cross

 domain 

semantics: 

Man

 Playing

boy

Language style

Sports 

domain

model

Animals 

domain

model

Figure 4: An illustration of videos to be shared among do-

mains for the semantic tags information

the video to that particular domain is not significant. In this

work, the threshold is empirically chosen as 0.3. The de-

coder is a caption generation model using LSTM as shown

in Figure 2. The decoder predicts one word at a time. For

the nth video, the mth word of the description is given by

cnm = argmax
wt

p(wt|ht, c<mvn, tn, sn)) (1)

where V is the vocabulary, c<m is set of words generated

upto mth time step, ht is the internal state of LSTM at time

t. wt is the vector of final scores obtained from the domain-

specific decoder at tth time step. The descriptions of the

training videos of a particular domain determine domain-

specific semantic features sn used in the decoder.

While testing, all the domain-specific decoders are used

for generating the captions of a single video. The caption

for a testing video is obtained as

l∗ = argmax
l

p(sentnl) ∗ dnl, l = 1, 2, · · ·L

sent∗n = sentnl∗
(2)

where sent∗n is the predicted sentence, and p(sentnl) is the

probability of the sentence generated by the domain l for

the nth video.

3.3. Temporal VLAD preprocessing of features

The vector of locally aggregated descriptors (VLAD) ap-

proach creates a vector representation that aggregates de-

scriptors based on a locality criterion in a feature space.

In [19], VLAD was proposed to create a compact repre-

sentation of the features obtained from an image. Action-

VLAD in [14] is proposed to create VLAD representation

of a video. In this work, VLAD is used in temporal ag-

gregation of the feature vectors extracted from 2D-CNN or

3D-CNN. The feature vectors extracted from the frames of

a video are considered as separate descriptors. Different

videos have different number of frames. So the number of

descriptors for different videos are different.

Let xni be the feature vector extracted from ith frame of

the nth video, where i = 1, 2, · · ·Tn. Here Tn is the number

of frames in the nth video. The feature vectors extracted

from the frames of all the videos are clustered using K-

means clustering. The feature vectors of the frames from

a single video may be assigned to more than one cluster.

The centers of the clusters C = {c1, c2 · · · cK} are used

for VLAD aggregation, where ck is the kth cluster center

and K is the number of clusters. The VLAD descriptor

accumulates the differences xni − ck. The descriptor ank is

obtained as

ank =

Tn∑

i=1

dk(xni)(xni − ck) (3)

where dk(xni) = 1 if ck is the nearest cluster center for xni,

otherwise dk(xni) = 0. The VLAD descriptor bn for the

nth video is obtained by summing up the descriptors for all

K clusters as follows

bn =

K∑

k=1

ank (4)

In this work, the features extracted from 2D-CNN and 3D-

CNN are processed using this method of VLAD aggrega-

tion.
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4. Experiments

4.1. Dataset

The Microsoft Research Video Description Corpus

(MSVD) [4] is a collection of about 1970 You-tube video

clips. The duration of each clip is about 10 to 25 sec-

onds. These clips include various activities such as “cook-

ing”, “people playing instruments” and “activities by the

animals”. Each clip has about 40 annotations. The total

number of annotations is 80,839. The data is split as fol-

lows: 1200 clips for training, 100 clips for validation and

670 clips for testing.

The MSR-VTT (MSR Video to Text) is a large scale

video captioning dataset. The MSR-VTT dataset provides

10,000 videos, with 20 human annotated descriptions for

each video. Each video is labeled into one of the 20 cate-

gory like music, people, gaming, actions, etc. In this work

we use the standard split of MM2016 challenge[1], i.e.,

6513 videos for training, 2990 videos for testing and 497

videos for validation.

4.2. Evaluation metrics

Several standard metrics such as BLEU (precision-

based) (BL-4) [26], METEOR (harmonic mean of precision

and recall) (MET) [10], CIDEr (consensus-based) (CIDr)

and ROUGE-L (recall-based) (RG-L) are used for evaluat-

ing the video captioning systems. The performance of the

proposed approach is evaluated using all the four metrics

and the results are given as percentage(%) scores. All the

four measures are evaluated in [34] for the image caption-

ing problem and it was shown that the METEOR score is

better than BLEU and ROUGE-L. Hence we use METEOR

and CIDEr as the comparison metrics. We have used the

Microsoft COCO evaluation server [7] implementation of

the metrics to evaluated the performance video captioning.

4.3. Training procedure

In this work, 2D-CNN features are extracted using

ResNet152. We remove the final dense layer from the pre-

trained model and use it as the feature extractor. From an

input video, every 10th frame is retrieved and processed by

the feature extraction model. The temporal features are ex-

tracted using a 3D-CNN of [33]. As the 3D-CNN processes

16 frames at a time step, the input video is split into 16

frame clips. Both the 2D-CNN and 3D-CNN features are

processed by VLAD to obtain a representation of the video.

A multi-layer perceptron is used to learn the semantic fea-

tures from the training videos. We identify the top 300 most

frequently used words from all the training captions as se-

mantic tags of the videos. The final layer of the MLP uses

the sigmoid activation function, and the model is trained us-

ing binary cross-entropy loss. After domain clustering we

obtain 8 domains with around 150 training samples each

for MSVD dataset. For MSR-VTT dataset we obtained 10

domains with around 650 training videos for each domain.

After pre-processing the descriptions, the number of

words in the vocabulary is 9842, and the maximum length

of description is 49. GloVe embedding [27] is used to em-

bed the words of the vocabulary. The dimension of GloVe

embedding is 100 for every word. The size of the final

dense layer in the decoder is equivalent to the size of the

vocabulary of the training captions available in the domain.

The final dense layer uses the soft-max activation function.

The decoder predicts the probabilities of all the words in

the domain-specific vocabulary. At a particular time step,

the word with the maximum probability is identified as the

predicted word. The parameters for the domain-specific de-

coder model are initialized using the parameters of a base-

line model. The optimizer for training the decoder model

is Adam optimizer, and the loss function is the categorical

cross-entropy loss function.

5. Results

5.1. Ablation Study

Table 1 presents the performance of video captioning

models using different features. It also presents the re-

sults of proposed approach based on the domain-specific de-

coders (DSD) and the domain-specific semantics(DS-SEM)

on MSVD and MSR-VTT dataset. The different methods

listed in the table are as follows:

• 2D+3D+SEM: The video captioning model trained

using 2D-CNN, 3D-CNN and semantic features with-

out VLAD aggregation . The model has a common

decoder for all the domains.

• Temporal VLAD on 2D+3D+SEM: The video cap-

tioning model trained using VLAD aggregated 2D-

CNN, 3D-CNN features and also the semantic fea-

tures. It does not use domain-specific decoder for cap-

tion generation.

• DSD Top-1: The DSD model uses a separate domain-

specific decoder for every domain. All the domain-

specific decoder models use the VLAD aggregated 2D-

CNN and 3D-CNN features. It chooses the domain

label with maximum probability in the domain clas-

sifier. Hence, it does not allow sharing a video with

more than one domain for training the domain-specific

decoders.

• DSD Top-3 and DSD Top-5: The DSD Top-3 chooses

the domain labels with top 3 probabilities and the DSD

Top-5 chooses the domain labels with top 5 probabil-

ities in the multi-class domain classification. A single

video is shared for training among domains associated

with the Top-3 and Top-5 domain probabilities.
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Table 1: Performance of captioning using different features and the proposed domain-specific decoder based video captioning

systems on MSVD and MSRVTT dataset

MSVD MSRVTT

Method BL-4 MET CIDr RG-L BL-4 MET CIDr RG-L

2D+3D+SEM 41.5 31.5 56.2 69.1 33.4 24.5 28.7 56.8

Temporal VLAD on 2D+3D+SEM 50.0 33.5 70.8 71.4 38.7 27.5 41.6 60.7

DSD Top-1 46.7 32.6 67 70.3 39.6 28.0 44.3 61.0

DSD Top-3 49.5 34.1 74.8 71.6 43.6 29.1 47.2 61.7

DSD Top-5 48.2 33.8 68.8 71.7 40.6 28.3 44.8 61.2

DSD Top-5 DS-SEM 49.6 34.0 70.4 72.0 42.6 28.6 46.7 60.5

DSD Top-3 DS-SEM 50.1 34.7 76.0 73.1 45.2 29.9 51.1 64.2

• DSD Top-3 DS-SEM and DSD Top-5 DS-SEM: The

models are similar to DSD models in choosing the

domain-specific training videos. The domain-specific

semantic features are obtained from domain-specific

semantics, to guide the decoder in predicting the words

of a description.

From Table 1 it is seen that the VLAD aggregation on

2D-CNN and 3D-CNN features increases the BLEU and

METEOR scores compared to the model using features

without VLAD aggregation. Hence, the VLAD aggregation

provides a better representation for the 2D-CNN and 3D-

CNN features. The domain-specific decoder improves the

captioning ability of the model significantly compared to

the models without the domain-specific decoder. DSD Top-

1 has lower performance compared to DSD Top-3 and DSD

Top-5. Since each domain has limited number of training

videos, if we set k as 1 the language model is trained using

a limited number of videos which leads to overfitting.

Increasing the number of domains to which a video is

assigned improves the performance but, if the video is as-

signed to a large number of domains (here 5), it reduces the

performance. It is inferred that if the video is shared by a

large number of domains, it results in poor performance as

the decoder loses its specificity. Table 1 also shows that the

use of domain-specific semantics provides a better perfor-

mance. Use of domain-specific semantics in the language

model reduces the impact of the semantics in other domains,

thus improving the language model’s performance.

5.2. Comparison with state­of­the­art methods

Table 2 and Table 3 show the performance of the pro-

posed approach and the other state-of-the-art methods us-

ing BLEU-4, METEOR, CIDEr and ROUGE-L metrics on

MSVD dataset and MSR-VTT dataset respectively.

The following inferences are made by analyzing the re-

sults in Table 2 and Table 3.

1. The FGM and S2VT approaches use only the spatial

features. The LSTM-E and joint stream models use

Table 2: Comparison of the performance for different ap-

proaches to video captioning on MSVD dataset

Approach BL-4 MET CIDr RG-L

FGM [41] 13.7 23.9 - -

LSTM-YT [37] 33.3 29.1 - -

S2VT [36] - 29.8 - -

LSTM-E [24] 45.3 31.0 - -

Joint stream [9] - 31.1 - -

MM-Att [17] 53.9 32.2 67.4 -

h-RNN [46]] 49.9 32.6 65.8 -

aLSTMs [16] 50.8 33.3 74.8 -

SCN-LSTM

[13]]

51.1 33.5 77.7 -

Topic-Guid [6] 49.2 34.2 77.6 71.0

Less-is-more [8]] 52.3 33.3 76.5 69.6

DSD-3 DS-SEM 50.1 34.7 76.0 73.1

Table 3: Comparison of the performance for different ap-

proaches to video captioning on MSR-VTT dataset

Approach BL-4 MET CIDr RG-L

MM-Att [17] 39.7 25.5 40.0 -

aLSTMs [16] 38.0 26.1 43.2 -

Stochastic -RNN

[32]

39.8 26.1 40.9 59.3

Less-is-more [8] 41.3 27.7 44.1 59.8

DS-RNN [40] 42.3 29.4 46.1 62.3

Topic-Guid[6] 44.9 29.6 51.8 62.8

DSD-3 DS-SEM 45.2 29.9 51.1 64.2

the spatial and temporal features. Models that use the

spatial, temporal and semantic features like SCN pro-

vide a better performance compared to the models that

use only spatial and temporal features. Thus the use of
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MSVD dataset MSRVTT dataset

Ground truth: a person is playing with cards Ground truth: a person is showing a stroller

Domain: Actions Domain: Actions

DSD Top-1 man playing a picture DSD Top-1 a woman is talking a a car

DSD Top-3 DS-SEM a man is playing with cards DSD Top-3 DS-SEM a woman is showing how to use a stroller

DSD Top-5 DS-SEM a man is rotating hands DSD Top-5 DS-SEM a man is demonstrating a stroller

Ground truth: the space shuttle is flying Ground truth: a man is lecturing about underprivileged kids

Domain: Technology Domain: Technology

DSD Top-1 a bird is flying a runway DSD Top-1 a man is talking about a car

DSD Top-3 DS-SEM a shuttle is flying DSD Top-3 DS-SEM a man is giving a speech

DSD Top-5 DS-SEM a space is flies DSD Top-5 DS-SEM a woman is talking a speech

Figure 5: Captions generated for videos by assigning videos to multiple domains in MSVD and MSR-VTT dataset

spatial, temporal and semantic features in the proposed

approach improves the performance.

2. The SCN [13] uses semantic features in the LSTM

based decoder. It assumes that all the videos belong

to a single domain. The use of domain-specific seman-

tic features improves the performance significantly in

comparison to the SCN.

3. A previous approach to domain-specific captioning

[30] uses only the visual features for domain classi-

fication. The topic based approach in [5], [6] uses cap-

tions and visual features for topic prediction. However,

the captions will not be available during testing. In the

proposed approach, the semantic features are used for

domain classification. Hence, it is seen that the pro-

posed approach provide better scores than the previous

topic based approaches to video captioning.

4. Using only the domain-specific semantic features in

guiding the LSTM of decoder increases the METEOR

score. The decrease in CIDEr score may be because of

using only the domain-specific semantic features. The

ability to predict cross-domain semantic words is re-

duced.

5.3. Sample results for the videos

Figure 5 shows frames of a few videos and their cap-

tions generated by different models. It is seen that the cap-

tions generated by the model trained using DSD-Top-3 DS-

SEM are better compared to other models. For videos from

technology domain the descriptions are incorrect, as it has

very few training videos in both the datasets. Though the

domain-specific decoder allows overlap, it falls short in per-

formance for domains which have very few videos.

6. Conclusion

In this paper a domain-specific semantics guided ap-

proach is proposed for video captioning. Here videos are

classified into domains using a multi-class classifier. Each

video is included in the training set of top-k domains pre-

dicted by domain classifier. The domain-specific features

like vocabulary and semantic tags are obtained from the new

training set of videos and their captions. The inter-domain

videos are shared among more than one domain for training

the language models of the domain-specific decoder. This

allows the models to learn domain-specific features from

the inter-domain videos, which improves the performance

of the domain-specific decoders. The results of studies on

the MSVD and MSRVTT datasets shows that the proposed

approach generates better captions compared to the state-

of-the-art approaches.
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