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Abstract

Outdoor images are often deteriorated due to the presence of haze in the atmosphere. Conventionally, the single image dehazing problem aims to restore the haze-free image. Previous successful approaches have utilized various hand-crafted features/priors. However, such images suffer from color degradation and halo artifacts. By way of analysis, these artifacts, in general, prevail around the regions with high-intensity variation, such as edgy structures. This finding inspires us to consider the Laplacians of Gaussian (LoG) of the images which exceptionally retains this information, to solve the problem of single image haze removal. In this line of thought, we present an end-to-end model that learns to remove the haze based on the per-pixel difference between LoGs of the dehazed and original haze-free images. The optimization of the proposed network is further enhanced by using the adversarial training and perceptual loss function. The proposed method has been appraised on Synthetic Objective Testing Set (SOTS) and benchmark real-world hazy images using 16 image quality measures. Based on the Color Difference (CIEDE 2000), an improvement of $\sim 15.89\%$ has been observed over the state-of-the-art method, Yang et al. [50]. An ablation study has been presented at the end to illustrate the improvements achieved by various modules of the proposed network.

1. Introduction

One may describe the process of image dehazing as a method to restore the haze-free images from their hazy counterpart, which are affected by the reduced contrast, dull colors and obscured visibility caused by the haze or fog veils. Outdoor images are often deteriorated due to the presence of haze. Haze is an anthropogenic atmospheric event in which the suspended aerosol particles of size in submicrometres such as dust, mist, fog, smoke, sand and other particulates (wet type) degrade the visibility of the scene. The particulates or droplets impair the visibility in one of the following two ways: (a) when the particles obscure the scene-objects behind them, and (b) as a consequence of the light scattering effect at a particular wavelength. Following the majority of existing works [14, 4, 25, 54, 57, 41], the degradation due to haze veils in the images can be analytically expressed as

$$\begin{align*}
H(p) &= C(p)T(p) + L(p)(1 - T(p))
\end{align*}$$

where, $H$ is the hazy image, $C$ is the haze-free background image, $T$ is the transmission map, $L$ is the global atmospheric light (homogeneous), demonstrating its intensity and $p$ is the pixel location. The term $L(p)(1 - T(p))$ in the above equation is also known as Airlight. The transmission map $T$ denotes an Exponential Decay with the scene depth and can be expressed as

$$T(p) = \exp^{-\beta d(p)}$$

where, $\beta$ denotes the attenuation coefficient of the atmosphere and $d$ refers to the scene depth. To recover the dehazed image $\hat{C}$, the estimated atmospheric light ($\hat{L}$) and transmission ($\hat{T}$) maps can be used by inverting the Eq. 1 as

$$\begin{align*}
\hat{C}(p) &= \frac{H(p) - \hat{L}(p)(1 - \hat{T}(p))}{\hat{T}(p)}
\end{align*}$$

1.1. Background

Over the past few years, a significant number of researchers have delved into the domain of single image dehazing, proposed various filter and learning-based methods for the same with outstanding results. One of the early yet significant contributions towards single image dehazing was proposed by He et al. [14] that uses the Dark Channel Prior (DCP) to estimate the statistical distribution in clean images taken outdoors. It works based on the assumption that at least one of the three color channels (Red, Green and Blue) have a low-intensity value (known as Dark Pixels) that belongs to the haze-free image. Yu et al. [52] assumed the scattering model as $L(p)H(p)T(p) + L(p)(1 - T(p))$ and proposed a fast bilateral filter to smoothen the fine texture of the image for single image de-fogging. The term $L(p)H(p)T(p)$ is also known as Direct Attenuation. To remove the halo artifacts generated by the DCP [14], He et al.
[15] proposed the guided image filtering method which preserves the edges. However, it fails to enhance the contrast in the haze-free images. Meng et al. [30] (EIDBR) modelled the dehazing problem as an optimization task based on a weighted L1-norm based contextual regularization. Zhu et al. [64] devised a Color Attenuation Prior (CAP) to recover the depth of the hazy image. The transmission map is further estimated using the recovered depth scene to restore the dehazed image. Berman et al. [4] introduced a deterministic approach called Non-Local Image Dehazing (NLD) based on the haze-lines that directly estimates the haze-free images.

With the evolution of Convolutional Neural Networks (CNN’s) [22], many deep learning-based schemes [37, 25, 54, 41, 50, 12, 6] have been introduced for single image dehazing task. Ren et al. [37] proposed a Multi-Scale Convolutional Neural Network (MSCNN) for single image dehazing. The proposed method in [37] directly maps the input hazy image to the transmission map using a coarse deep CNN. Li et al. [25] proposed a method AOD-Net which does not predict the transmission and airlight maps separately. Instead, it generates the haze-free image using a lightweight CNN, unifying transmission map and airlight estimation steps within a single unit known as the K-Estimation Block. Zhang et al. [54] proposed a method called DCPDN that estimates the transmission and atmospheric light maps by using a pyramid [13] densely connected CNN and a U-Net [38] respectively. The haze-free image is then recovered by using Eq. 3. The estimated haze-free image is further enhanced using a joint discriminator. Santra et al. [41] proposed a CNN based Patch Quality Comparator (PQC) to estimate the dehazed images. The method proposed in [10] uses unpaired training based on the Cycle-GAN framework [63] for image dehazing task. Yang et al. [50] leveraged the benefits of deep learning-based and prior-based methods in a single framework for haze removal problem.

1.2. Our contributions

Most of the methods discussed above have been successful in the single image dehazing task. However, a few of such haze-free images suffer from color degradation and halo artifacts that prevail around the high-intensity regions and edgy structures. Based on the inverse scattering model (Eq. 3) to recover C, two essential parameters T, L have to be estimated. Existing approaches except a few [25, 10], separately predict the transmission and atmospheric light maps. Whereas the proposed scheme directly approximates the distribution of haze in the hazy image H and recover the haze-free image C.

Scale-space invariant deep model. Deep learning models, in case of image denoising, may consider every object in an image at same scale-space. As a result, the de-noised images may suffer from blurriness and halo artifacts. It is based on the fact that a traditional CNN model does not aware of scale-space of an object. Therefore, this paper makes the first attempt to study the behaviour of a scale-space aware deep learning-based model. For this, we define a new loss function which is based on the LoG of an image. LoG preserve the finer details of the edgy structures in the images at different scale-space which can be lost during the process of dehazing. It has been observed during our experiment that difference of LoG’s between clean and dehazed images can be used as a cost function to optimize the proposed model. Such incorporations may help the model to learn the scale-space [27] of every object in an image. An analogy, based on the use of perceptual loss function [19] in a deep network to recover the high-frequency details of an image, may support this argument. Therefore, the contributions of this paper can summarised as follows:

1. A novel scale-space aware Conditional Generative Adversarial Network (CGAN) based method has been proposed for single image dehazing. In addition to the adversarial training, the perceptual loss function has been used to enhance the visual quality of the dehazed images.
2. We introduce the LoG difference between clean and dehazed images as a cost function to optimize the proposed CGAN-based model and wipe out the halo artifacts in the dehazed images by retaining the edgy structures more precisely.
3. A random data augmentation has been done when training to improve the efficiency of the proposed model further. A brief study of the same has been given in this paper followed by an ablation study, which is presented at the end of this paper, along with extensive experiments.

The rest of this manuscript is organized as follows: A brief introduction of the adopted modules in the proposed method is presented in Section 2. Section 3 describes the proposed method. The experimental details and results are elaborated in Section 4 and finally, the paper is concluded in Section 5.

2. Preliminaries

2.1. Laplacians of Gaussian (LoGs)

Laplacians are isotropic measure of second-order spatial derivative filters used to find the regions of rapid intensity variations (edgy structures) in an image. These filters are sensitive to the noise present in the image, and hence, it is common first to smooth the given image using the Gaussian filter with standard deviation $\sigma$ - the combined filter, in general, known as Laplacian of Gaussian (LoG). In general, it
is written as
\[ L(m, n) = \nabla^2 F(m, n) = \frac{\partial^2 F}{\partial m^2} + \frac{\partial^2 F}{\partial n^2} \]
\[ = -\frac{1}{\pi \sigma^4} \left[ 1 - \frac{m^2 + n^2}{2\sigma^2} \right] \exp \left( -\frac{m^2 + n^2}{2\sigma^2} \right) \]  
\[ \text{(4)} \]
where, \( F \) is a 2D signal (an image in this case) with pixel location \((m, n)\). Theoretically, the Difference of Gaussian can be used to closely approximate the LoG [27, 28] with various \( \sigma \) values as
\[ G(m, n, k\sigma) - G(m, n, \sigma) \approx (k - 1)\sigma^2 \Delta^2 G \]  
\[ \text{(5)} \]
where, \( \sigma^2 \Delta^2 G \) denotes scale-normalized LoG and \( k, \sigma \) are typically set to \( \sqrt{2} \), 1.6 respectively [27]. The 2D Gaussian kernel is defined as
\[ G(m, n, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{m^2 + n^2}{2\sigma^2} \right) \]  
\[ \text{(6)} \]
In this paper, we have used four LoG filters using five Gaussian kernels of size \( 7 \times 7 \) with \( \sigma, k\sigma, k^2\sigma, k^3\sigma \) and \( k^4\sigma \) as their standard deviations. Finally, the per-pixel difference between LoGs of clean and the dehazed image generated by the proposed model is used as a cost function to train our model. A few of the LoG filters of a sample hazy image, the corresponding dehazed images generated by using the proposed method and Zhang et al. [54], are shown in Figure 1. It can be clearly observed that the LoG filters of the dehazed image (generated by using the proposed model), have retained the edgy information better than the same of the dehazed image (estimated by using Zhang et al. [54]). Thus, the use of LoG difference (between dehazed and clean images) as a cost function to train a deep CNN can be useful for solving the single image dehazing problem.

2.2. Generative Adversarial Networks (GANs)

The proposed model is based on the Conditional GAN [31] framework which consists of two main sub-networks called "Generator" and "Discriminator" which are denoted as \( \phi_G, \phi_D \) respectively in our case. While \( \phi_G \) aims to dehaze the given hazy image, \( \phi_D \) learns to distinguish between the real (actual clean) and fake (dehazed) images. The proposed \( \phi_G \) learns from its adversary \( \phi_D \) until a Nash Equilibrium [34] is achieved by playing a 2-player min-max game based on the following equation
\[ \min_{\phi_G} \max_{\phi_D} L_{GAN} \]  
\[ \text{(7)} \]
where, \( \phi_G, \phi_D \) learn by stochastically descending, ascending their parameters respectively and \( L_{GAN} \) can be written as
\[ L_{GAN} = \lambda_A \left( \mathbb{E}_{H \sim \text{Haze}} \log(1 - \phi_D(\phi_G(H))) + \mathbb{E}_{C \sim \text{Clean}} \log(\phi_D(C)) \right) \]  
\[ \text{(8)} \]
with \( \lambda_A \) as a weight constant.

3. Proposed approach

In this section, we first present the architecture of the proposed model as shown in Figure 2, which is based on a Conditional GAN framework followed by the cost functions incorporated for the single image dehazing task. The proposed model comprises of two main sub-networks, Generator (\( \phi_G \)) and Discriminator (\( \phi_D \)). The regimes of operations of \( \phi_G \) and \( \phi_D \) are as follows.

**Generator** (\( \phi_G \)) model takes input as hazy image \( H \) in RGB color space and predicts the corresponding dehazed image \( C \). It consists of an encoder-decoder [38] architecture which has been useful in various image restoration
tasks. The encoder part consists of 6 convolutional layers, each with 64 kernels followed by Batch Normalization (BN) [17] and ReLU activation function. Each kernel has a spatial dimension of $3 \times 3$ with stride and padding of 1. On the other hand, the decoder part comprises of 6 transpose convolutional layers which are also known as Deconvolution. Each deconvolution layer consists of 64 kernels except the last, with the spatial dimension of $3 \times 3$ and stride, padding of 1 followed by BN and ReLU. Orhan et al. [35] have shown that skip connections may reduce the singularities, such as elimination, overlap and those caused by the linear dependence of the nodes, that slow down the training process of deep CNN. Therefore, the skip connections have been assigned between layers 4, 5 of the encoder to layers 3, 2 of the decoder. The proposed $\phi_G$ directly estimates the dehazed image $\hat{C} = \phi_G(H)$ from the input hazy image $H$. Unlike Zhang et al. [54], the proposed scheme preserves the spatial dimension of the input ($H$) and output ($\hat{C}$) images, thereby achieving the shape invariant nature.

**Discriminator** ($\phi_D$) learns to maximize the probability of precisely classifying the input samples into real or fake dehazed images. As discussed in sub-section 2.2, this, in turn, helps the $\phi_G$ to generate natural dehazed images. The proposed $\phi_D$ consists of 4 convolution layers with 8, 16, 32, and 3 kernels respectively, followed by BN and PReLU [16] activation function. Each kernel in $\phi_D$ has a spatial dimension of $3 \times 3$ with stride and padding of 1. The output of the $\phi_D$ is the mean sigmoid over the feature maps from the last convolution layer.

### 3.1. Loss function

Let $\phi_G(H) \in [0, 1]^{c \times w \times h}$ be the dehazed image estimated by the proposed model with $c$, $w$, $h$ as channels, width and height respectively. The conventional per-pixel loss ($L_E$) between dehazed and ground truth ($C$) images can be written as

$$L_E = \sum_{c, w, h} \| \phi_G(H)_{c, w, h} - C_{c, w, h} \|_2^2$$  \hspace{1cm} (9)

In general, the noise present in an image exhibit high-frequency nature. During image de-noising by using a traditional CNN, the use of Euclidean distance as a cost function may incur the loss of high-frequency details of the image along with the noise removal [62]. As a result, the de-noised images appear to be blurry and degraded. The perceptual loss function proposed by Johnson et al. [19] has been used in the majority of the image de-noising and restoration problems [40, 56, 51, 45, 55, 60, 23] in recent times to overcome this drawback by retaining the high-frequency details of an image. The perceptual cost function is defined as a difference between high-level features of predicted and target images extracted by using a pre-trained CNN. In this case, initial five layers ($l$) of a pre-trained VGG16 [44] model ($V$) have been used to extract the features. The perceptual loss function ($L_P$) can be expressed as

$$L_P = \sum_{l} \sum_{c, w, h} \| V_l(\phi_G(H))_{c, w, h} - V_l(C)_{c, w, h} \|_2^2$$  \hspace{1cm} (10)

Adversarial training has been beneficial in many of the denoising tasks [5, 24, 53, 21]. In this case, the proposed generator $\phi_G$ can learn from its adversary $\phi_D$ based on the adversarial loss for a set of $N$ training samples defined as

$$L_A = - \frac{1}{N} \sum_{i=1}^{N} \log \phi_D(\phi_G(H)_i)$$  \hspace{1cm} (11)

Intuitively, the use of Euclidean, Perceptual and Adversarial losses to train the proposed model may have given the visually appealing results. However, it is observed that a few of the estimated dehazed images suffer from halo and checkerboard artifacts. The Laplacians of Gaussian (LoG) filters ($f$), as discussed in sub-section 2.1, capture these finer details and can be used as a cost function based on the following equation.

$$L_{LoG} = \sum_{f, c, w, h} \| L_f(\phi_G(H))_{c, w, h} - L_f(C)_{c, w, h} \|_2^2$$  \hspace{1cm} (12)

Therefore, the aggregated loss to train the proposed generator model $\phi_G$ can be written as

$$L_{\phi_G} = \lambda_E \cdot L_E + \lambda_A \cdot L_A + \lambda_P \cdot L_P + \lambda_{LoG} \cdot L_{LoG}$$  \hspace{1cm} (13)

where, $\lambda_E$, $\lambda_A$, $\lambda_P$ and $\lambda_{LoG}$ are the cost weights. Moreover, the final objective function of the proposed model for single image dehazing task defined in Eq. 7 becomes

$$\min_{\phi_G} \max_{\phi_D} \{ L_{GAN} + \lambda_E \cdot L_E + \lambda_P \cdot L_P + \lambda_{LoG} \cdot L_{LoG} \}$$  \hspace{1cm} (14)

\footnote{1https://github.com/pytorch/examples/tree/master/fast_neural_style}

\footnote{2Parameters of the laplacian model are not updated when training.
Table 1. Quantitative comparison on the SOTS (Outdoor) dataset. Best and second best results are shown in blue and red colors respectively. A figure of merit ($f_{om}$) decides the final score as number of ($0.6 \times \text{Best} + 0.4 \times \text{Second Best}$)/Total Metrics. TV-Error is $10^{3}$. 

<table>
<thead>
<tr>
<th>Measure</th>
<th>Behaviour</th>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSNR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UQI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPPIS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TV-Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIQE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FDSIM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIEDE2000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haar PSI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMSD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRISQUE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpEED-QA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Quantitative results on the Benchmark images provided by Fattal et al. [11].

Table 3. Quantitative comparison of the proposed method with the baseline configurations on the SOTS (Outdoor) test set.

4. Experiments and results

This section illustrates the details of the experimental setup and dataset used for the training and testing of the proposed model. A concise description of image assessment metrics chosen, followed by an ablation study and comparison with the existing methods on both synthetic and real-world hazy images are given.

4.1. Datasets and training details

We have chosen the training dataset provided by Zhang et al. [54], which consists of 4000 indoor images. In addition, we have also included 45 hazy outdoor images provided by Ancuti et al. [2]. During training, following [61], we have augmented the input pairs by using (1) Random rotation, (2) Vertical flip, (3) Horizontal flip and, (4) Random cropping. Each data augmentation technique has a probability of 0.5 to be applied to the input pair. Whereas, the input pair will be augmented with the expectation ($p_{dat}$) of 0.5. Input pair is rotated with the degree randomly chosen between $[1^\circ, 359^\circ]$.

Cropping is done with the size $u \times u; u \in [8, 256]$ randomly chosen at a random location in the input pair. For each input pair when training, a randomly selected transformation between $\{\text{Horizontal flip, Vertical flip}\}$, in addition to Rotation and Cropping, is applied in random order. For testing, we have used synthetic dataset (SOTS) provided by Li et al. [26] which consists of 500 outdoor and indoor images. We have considered our proposed work on the benchmark test set\(^3\) provided by Fattal et al. [11] and real-world hazy images.

The proposed network is trained on a Nvidia Tesla GPU using the Torch framework [9] for 104 epochs. For training, we have experimentally chosen $\lambda_{G} = \lambda_{A} = \lambda_{P} = \lambda_{C} = 1$ for the losses in estimating the dehazed image. With the batch size of 5 images, Adam [20] optimization algorithm with a fixed learning rate of $2 \times 10^{-3}$ has been used when training. The training samples are resized to $496 \times 496$.

4.2. Evaluation metrics

The proposed scheme has been compared with existing approaches using following 16 full-reference and no-reference image quality metrics: Full-reference - SSIM [47], PSNR, Visual information fidelity (VIF) [43], Universal image quality index (UQI) [46], Learned perceptual image patch similarity (LPIPS) [59], Mean squared error (MSE), Multi-scale structural similarity (MS-SSIM) [48], Feature similarity (FSIM) index [58], Color difference (CIEDE 2000) [42], Haar wavelet-based perceptual similarity index (HaarPSI) [36], Gradient magnitude similarity deviation (GMSD) [49] and SpEED-QA: Spatial Efficient Entropic Differentiating for Image and Video Quality [3]. No-reference - Total variation error (TV-Error) [1], Naturalness image quality evaluator (NIQE) [33], Blind Image Quality Assessment: A Natural Scene Statistics Approach in the DCT Domain (BLINDS II)\(^4\) [39], and Blind/referenceless image spatial quality evaluator (BRISQUE) [32]. In this paper, the behaviour of these evaluation norms are described by using following symbols: $\boldsymbol{\uparrow}$ (denotes higher is better) $\boldsymbol{\downarrow}$ (denotes lower is better)

\(^3\)Images are resized to $512 \times 512$ to reduce the computation time. 

\(^4\)http://www.cs.huji.ac.il/~raananf/projects/dehaze_cl/results/
and, ▼ (denotes lower is better). The detailed description of adopted evaluation metrics has been given in the supplementary material.

### 4.3. Ablation study

This sub-section presents an ablation study of the proposed method. We have compared the proposed model with the baseline configurations (M-X, where X denotes the proposed model is trained using only loss X) and M-NDA refers to the proposed model trained without using adopted data augmentation based on the Eq. 14. It can be observed from the Table 3 that the inclusion of $L_P$ in addition to $L_E$ and $L_A$ has shown a significant improvement. Further, the use of $L_{Log}$ has contributed an average improvement of $\sim 1.72\%$, $\sim 3.76\%$ in SSIM and PSNR, respectively, over the model M-$L_E$ + $L_A$ + $L_P$. A noticeable increment of $\sim 2.18\%$, $\sim 6.69\%$ in SSIM and PSNR, respectively, is further observed when the data augmentation techniques, summarised in sub-section 4.1, are used during the training.

### 4.4. Comparison with State-of-the-Art Methods

#### Evaluation on synthetic dataset.

Table 1, 4, and 5 present the quantitative comparison of the proposed scheme with 14 state-of-the-art methods using 15 image quality metrics as mentioned in earlier subsection 4.2. Based on the proposed figure of merit (fom) in Tables 1 and 4, it can be observed that the proposed scheme has shown a significant improvement over the existing methods [50, 41, 54, 25]. Despite the fact that SSIM value achieved by [25] on SOTS (outdoor) test set is $\sim 1.35\%$ higher, the proposed scheme outperforms [25] by a noticeable margin of $\sim 86\%$ in overall ranking (fom). One of the important aspect of the single image haze removal problem is color restoration. To evaluate this, we have employed CIEDE which essentially measures the color difference between two images. As reported in Table 1, the proposed scheme has outperformed the existing methods [14, 64, 37, 4, 25, 50, 54, 41] with the lowest CIEDE value of 11.96.

#### Qualitative analysis

Qualitative analysis on outdoor and indoor test sets, as shown in Figures 4, 6 respectively, proves the supremacy of the proposed scheme over other methods. Unlike [12, 10, 57, 54], the proposed scheme does not suffer from color degradation. As shown in Figure 4(c), results obtained by using [37, 25, 41] still contain the hazy part and obscured edgy structures. Whereas, the result obtained by using the proposed scheme is free from such artifacts.

The primary reason behind such improvement may be the use of perceptual loss [19] and the introduced LoG difference as the cost functions. Especially, the LoG loss,
which may have improved the efficiency of the proposed model by considering the scale-space of the objects from the initial epoch. The proposed method has also been tested on the benchmark images provided by the Fattal et al. [11] and results are tabulated in the Table 2.

**Evaluation on real-world dataset.** The proposed model has been evaluated on several real-world hazy images, as shown in Figure 5. It can be observed that the earlier existing approaches such as [14, 64] tend to under-dehaze the given images whereas schemes such as [30, 7, 4] have produced the dehazed images with oversaturated tones. It may be because these methods have used a hand-crafted feature such as dark channel prior, to estimate the haze distribution in the images. As a result, the models may not have generalized well on a variety of hazy images. Recent deep learning based approaches such as [37, 25, 41, 50] have been successful compared to the previous models. However, such methods have failed to address

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>16.37</td>
<td>2.64</td>
<td>0.78</td>
<td>34.84</td>
<td>1.71</td>
<td>5.05</td>
<td>0.48</td>
<td>0.13</td>
<td>29</td>
<td>1.68</td>
<td>6.10</td>
</tr>
</tbody>
</table>

Table 6. Average running time (in seconds) on the test set SOTS (Indoor). † Tested with images of size 512 x 512. ‡ On CPU.

![Table 6](image)

Figure 4. Subjective evaluation of the proposed method with existing schemes in terms of SSIM and PSNR(dB) on SOTS (Outdoor) images.
5. Conclusions

In this work, we have presented an end-to-end deep learning-based approach for the single image haze removal problem. The proposed scheme is built upon the conditional GAN framework and directly estimates the dehazed image. We have shown the better preservation of the edgy structures in the LoGs of the hazy images, which inspired us to consider the LoG difference as a cost function. The generalization of the proposed model has been verified by using three benchmark test sets, namely: SOTS (Indoor and Outdoor), Fattal et al. [11] and, real-world hazy images. Despite the fact that the proposed model fails to address the images with dense haze, it has been evaluated using 15 image quality assessment metrics, and extensive comparison with existing methods proves its primacy.
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