
Supplementary Material for “Transductive Zero-Shot Learning for 3D Point
Cloud Classification”

In this supplementary material, we further assess our
proposed method with additional quantitative and qualita-
tive evaluations. In the quantitative evaluation section, we
evaluate (1) the effect of the batch size on 3D Zero-Shot
Learning (ZSL) using ModelNet10, (2) the effect of using
a different point cloud architecture, EdgeConv [12], and (3)
the effect of using the experimental protocol for General-
ized Zero-Shot Learning (GZSL) proposed by Song et al.
[8]. In the qualitative evaluation section, we show success
and failure cases on unseen classes from ModelNet10.

1. Additional Quantitative Evaluation
1.1. Batch Size

In this experiment, we evaluate the effect of the batch
size on the accuracy of our proposed method for the 3D
ModelNet10 dataset. As can be seen in Figure 1, the size
of the batch has a significant impact on the performance,
with the best performance on this dataset being achieved at
a batch size of 32.

Figure 1. Top-1 accuracy on the ModelNet10 dataset as the batch
size varies.

1.2. Point Cloud Architecture

In this paper, we used PointNet [4] as the backbone point
cloud architecture in our 3D experiments. However, while
PointNet is one of the first works that has been proposed
for point cloud classification using deep learning, there are
many other methods [4, 5, 12, 2, 15, 11, 14, 6, 9, 1] which
were introduced later and tend to achieve better perfor-
mance for supervised 3D point cloud classification. Here,

Method ModelNet10 McGill SHREC2015
PointNet [4] 46.9 21.7 13.0
EdgeConv [12] 45.2 20.6 13.0

Table 1. ZSL results on the 3D ModelNet10 [13], McGill [7], and
SHREC2015 [3] datasets using different point cloud architecture,
PointNet and EdgeConv.

we compare PointNet with EdgeConv [12] to study the ef-
fect of using a more advanced point cloud architecture for
the task of 3D ZSL classification. In supervised 3D point
cloud classification, EdgeConv achieves 92.2% accuracy on
ModelNet40 while PointNet achieves 89.2%. In this addi-
tional experiment, we use ModelNet10 as the unseen set to
compare those two methods. As shown in Table 1, both
PointNet and EdgeConv achieve similar performance. We
would expect to see some improvement when using Edge-
Conv since it works better in the case of supervised clas-
sification. In Figure 2, it can be seen however that both
PointNet and EdgeConv cluster unseen point cloud features
similarly and imperfectly. This again shows the difficulty
of the ZSL task on 3D data where there are a lack of good
pretrained models.

1.3. QFSL’s Generalized ZSL Evaluation Protocol

In this experiment, we evaluate the effect of using a dif-
ferent evaluation protocol for the GZSL experiments, as
proposed by Song et al. [8]. Under this protocol, the un-
labeled data, which consists of seen and unseen instances,
is divided into halves, and two models are trained. In each
model, half of unlabeled data is used for training and the
other half for testing. The final performance is calculated
by averaging the performance of these two models. The au-
thors suggest that this allows for fairer evaluation, although
it is an imperfect solution. Nonetheless, we show in Table 2
for the ModelNet10 dataset that our method performs better
than QFSL with respect to all accuracy measures under both
this protocol and the original protocol from our paper. In
fact, both methods perform better under this different proto-
col, which suggests that splitting the unlabeled data in this
way makes the task easier. As a result, we use our more
conservative GZSL evaluation protocol in the main paper.



Figure 2. 2D tSNE [10] visualization of unseen point cloud feature vectors (circles) based on (a) PointNet (b) EdgeConv on ModelNet10.
The unseen point cloud features are clustered similarly in both PointNet and EdgeConv, despite EdgeConv performing better than PointNet
on the task of supervised point cloud classification.

Method Accs Accu HM
QFSL [8] 58.1 / 68.2 21.8 / 24.3 31.7 / 35.6
Ours 74.6 / 72.0 23.4 / 29.2 35.6 / 41.5

Table 2. GZSL results on the 3D ModelNet10 dataset [13] under
evaluation protocols (A) / (B), where (A) is the evaluation protocol
from our paper and (B) is the protocol proposed by Song et al.
[8]. We report the top-1 accuracy (%) on seen classes (Accs) and
unseen classes (Accu) for each method, as well as the harmonic
mean (HM) of both measures.

2. Qualitative Evaluation

In this section, we visualize five unseen classes from the
ModelNet10 dataset with examples where our method cor-
rectly classified the point cloud, shown in Figure 3, and
examples where it incorrectly classified the point cloud,
shown in Figure 4. The network appears to be providing
incorrect predictions for mostly hard examples, those that
are quite different from standard examples in that class, or
where the classes overlap in their geometry, such as dresser
and night stand.
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Figure 3. Visualization of five classes from the ModelNet10 dataset with examples of correctly classified point clouds.
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Figure 4. Visualization of five classes from the ModelNet10 dataset with examples of incorrectly classified point clouds. The predicted
classes are shown below each model.
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