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1. Baseline Geom


For the following formulation, let Nx represent
the X-coordinate of the nose, EL


x represent the X-
coordinate of the left eye, and AR


y represent the Y-
coordinate of the right ear. Additional variables
are analogous, with superscripts {R,L} indicating
right/left side, and subscripts {x, y} corresponding to
the coordinates x and y, respectively.


1.1. Estimating facial normal


Inspired by the method described in the reference
[13] of the main document, the first step of Geom con-
sists of estimating the facial normal based on the avail-
able keypoints. Yet, differently from [13] that also re-
quires mouth keypoints, in our case only eyes and nose
coordinates are used.


Let E represent the eye-centroid computed as aver-
age of the right and left eyes ER


x and EL
x , respectively.


The facial symmetry axis ~s is approximated as a vec-


tor that is perpendicular to the eye-axis
−−−−→
EREL, i.e.


~s ·
−−−−→
EREL = 0.


Then, the facial normal ~n is estimated as a vector
that is normal to ~s and contains the noseN . To identify
the coordinates of the point P where ~s and ~n intersect,
a set of two dot product equations is used. As schema-
tized in the following drawing, P is associated to E as
summarized by Eq. 1:


dx =
Ex


2
; dy =


Ey


2
;


tanθ =
dy


dx
=
β


α
−→ β = α


dy


dx
P = (Px, Py) = (Ex, Ey) + (β, α)


P = (Ex, Ey) +


(
α
dy


dx
, α


)
(1)


Hence, to find P we can write the directions of ~s and
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Figure 1. Computing facial facial symmetry axis ~s and facial
normal ~n.


~n as
−−→
EP and


−−→
PN , such that:


~s =
−−→
EP = (Px, Py)− (Ex, Ey)


−−→
EP = (Ex, Ey) +


(
α
dy


dx
, α


)
− (Ex, Ey)


−−→
EP =


(
α
dy


dx
, α


)
~n =
−−→
PN = (Nx, Ny)− (Px, Py)


−−→
PN = (Nx, Ny)− (Ex, Ey)−


(
α
dy


dx
, α


)
−−→
PN =


(
Nx − Ex − α


dy


dx
,Ny − Ey − α


)
(2)







Since ~n is normal to ~s, it follows that:


~s · ~n = 0 −→
−−→
EP ·


−−→
PN = 0


−−→
EP ·


−−→
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[
α
dy


dx
α


]
·
[
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]
= 0


= Nxα
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= α2
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+ 1
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−Ny + Ey


]
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dx


)2
+ 1


Once α is obtained, P can be estimated using Eq.1
and thus the direction of the facial normal ~n is approx-


imated as
−−→
PN .


1.2. Estimating head pitch


The angle between ears and eyes allows an estima-
tion of head pitch rotation (looking up or down). From
the previous prediction using roll (eyes positions), the
second step is to shift this prediction up/down accord-
ing to this pitch estimation.


Let A represent the ear-centroid computed as aver-
age of the right and left ears AR and AL, respectively,
while ω represents the angle between A and the eye-
centroid E that is used as pitch estimation. To apply
the rotation R(ω) matrix defined in Eq. 3, we can ob-
tain sinω and cosω as


R(ω) =


[
cosω −sinω
sinω cosω


]
(3)


cosω =
Ex −Ax∥∥∥−→AE∥∥∥ ; sinω =


Ey −Ay∥∥∥−→AE∥∥∥ , (4)


such that the rotation matrix becomes


R(ω) =


[
cosω −sinω
sinω cosω


]
=


1∥∥∥−→AE∥∥∥
[
Ex −Ax −Ey +Ay


Ey −Ay Ex −Ax


]
.


Thus, gaze direction ~g is estimated as
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Figure 2. Illustration of how the pitch angle ω is computed
according to eyes and ears coordinates, and then applied to
~n to estimate ~g.


~̃g = R(ω)~n =


−−→
PN∥∥∥−→AE∥∥∥


[
Ex −Ax −Ey −Ay


Ey −Ay Ex −Ax


]
. (5)


1.3. Cases of missing keypoints


The presented Geom method requires the detection
of at least the nose and one eye for gaze estimation.
Cases of missing keypoint detections are handled as:


• one ear missing- such cases mostly correspond to
images where a lateral view of the subject’s face is
available. Predictions are done using the available
complete pair eye-ear (either left or right) as re-
placement for the corresponding eye-centroid and
ear-centroid;


• one eye missing- instead of using the eye-axis,
the ear-axis is used to estimate the facial normal.
Then, pitch is estimated using the available com-
plete pair eye-ear (either left or right) as replace-
ment for the corresponding eye-centroid and ear-
centroid;


• both ears not detected - pitch is not estimated, so
gaze is estimated using just the facial normal, i.e.
~̃g = ~n;
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