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1. Charades-STA
Different success cases of our algorithm on the Charades-STA dataset can be seen in Figure 1 and Figure 2. It is interesting
to see that as soon as our method can attend frames inside of the action the localization layer can predict a good start and end
temporal location.
Failure cases of our method are presented in Figure 3 and Figure 4. We can see that attention layer gets confused in the first
example, it does not know what is the most important feature for the query, making the localization layer fail to predict good
temporal localization. Figure 4 shows that the attention layer gets confused with frames that has similar appearance, Figure
5.
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Figure 1: Success case of our method on Charades-STA dataset.
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Figure 2: Success case of our method on Charades-STA dataset.
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Figure 3: Failure case of our method on Charades-STA
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Figure 4: Failure case of our method on Charades-STA

Figure 5: Confusing frames



2. Activity-Net Caption
Although videos in ActivityNet Caption are much longer than videos in Charades-STA, our method still can get good local-
ization performance if the attention layer makes a good job, as can be seen in Figure 6 and Figure 7. Notice that Figure 7
shows a long action that spans more than 2.5 minutes.
Failure cases of our method on ActivityNet Caption dataset are presented in Figure 8 and Figure 9. Our method has similar
difficulties in Charades-STA and ActivityNet Caption. Every time that the attention fails to focus in frames inside of the
corresponding moment the localization layer cannot predict the correct temporal localization of the query. Figure 10 shows
frames that are also related to query in Figure 9. These image suggest that our method can understand what a credits is and
where is located but cannot distinguish ending or starting
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Figure 6: Success case of our method in ActivityNet Caption dataset.
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Figure 7: Success case of our method in ActivityNet Caption dataset.
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Figure 8: Failure case of our method in ActivityNet Caption dataset.
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Figure 9: Failure case of our method in ActivityNet Caption dataset.

Figure 10: Confusing frames.


