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We illustrate more qualitative image retrieval results of SGM vs. OOM on MSCOCO in Fig. 1 and it proves that the
relationship-aware matching method is better than the method that only addresses the object-level matching. We show a
failure case in Fig. 2. The failure case shows that SGM sometimes focuses too much on relationships, so how to balance the
emphasis on objects and relationships will be in our future work. The OOM model also fails in this case, which only retrieves
the images with correct objects but wrong relationships.

Then in Fig.3, we show more cases that the SGM has indeed captured the relationships. So when the relationship word in
the query is modified, the retrieved results have also changed a lot accordingly.

Query Person with bananas on head and banana necklace. A beautiful vase full of flowers and pictures next to it.
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Figure 1. Qualitative image retrieval results of SGM vs. OOM on MSCOCO. Images with red bounding boxes are the ground-truth.

Query A young man holding a snow board and a pair of shoes.

SGM

OOM

Figure 2. A failure case of SGM and OOM. Images with red bounding boxes is the ground-truth.
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A bird flies over a body of water.

A dog chases a frisbee.

A man holds a dog.

A bird stands near a body of water.

A dog carries a frisbee in his mouth.

A man next to a dog.

A man sits at the street.

A man stands in the street.
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Figure 3. Comparison of top-5 retrieved results before and after modifying the relationship words in queries.
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