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Abstract

Example-based texture synthesis (ETS) has been widely used to generate high quality textures of desired sizes from a small example. However, not all textures are equally well reproducible that way. We predict how synthesizable a particular texture is by ETS. We introduce a dataset (21,302 textures) of which all images have been annotated in terms of their synthesizability. We design a set of texture features, such as ‘textureness’, homogeneity, repetitiveness, and irregularity, and train a predictor using these features on the data collection. This work is the first attempt to quantify this image property, and we find that texture synthesizability can be learned and predicted. We use this insight to trim images to parts that are more synthesizable. Also we suggest which texture synthesis method is best suited to synthesise a given texture. Our approach can be seen as ‘winner-uses-all’: picking one method among several alternatives, ending up with an overall superior ETS method. Such strategy could also be considered for other vision tasks: rather than building an even stronger method, choose from existing methods based on some simple preprocessing.

1. Introduction

A substantial amount of work has been devoted to synthesising textures from examples [13, 33, 7, 16, 19, 27, 5]. We will refer to such example-based texture synthesis as ‘ETS’ in the remainder of this paper. Even if the set of textures that can be successfully synthesised that way has steadily been growing, it is often not clear beforehand whether ETS would be successful for a specific texture sample. It would be interesting if we were able to predict its synthesizability – how well its underlying visual patterns can be re-synthesised by learning only from the sample. Even if challenging, the task may be doable, given that other qualitative image characteristics could be quantified, like quality [26], memorability [14], or interestingness [11].

While ETS has proven to be a powerful tool to generate large-scale textures [37], providing texture examples is not straightforward [25]. ETS systems typically expect a rectangular sample image, representing a head-on view of a flat, outlier-free textured surface. Not just any example image returned by an image searching engine (by typing keywords) will do. Such retrieved images usually contain outliers, cluttered backgrounds, distorted texture surfaces, or even objects and complex scenes. Being able to rank retrieved images in terms of their synthesizability can then at least perform an initial selection. It can also be used to trim
images to regions with good synthesizability, by e.g. removing undesirable background. Furthermore, synthesizability can help select an appropriate ETS method. The optimal approach – also taking into account speed and stability – will depend on the texture and the application. Quilting [7] is very potent, for instance, but will tend to produce verbatim repetitions that become salient when larger areas need to be synthesized. It would be good if in such case one could take recourse to an alternative method that does not produce such issues. Last but not least, studying synthesizability as a general image property is interesting per se.

Fig. 1 shows the synthesizability scores assigned to some texture samples by our system. Fig. 11 illustrates the trimming of an image to its most synthesizable, rectangular regions (the red cut-outs).

In order to learn image synthesizability and evaluate its performance, we have collected a fairly large texture dataset of 21,302 texture images. This dataset has been manually annotated in terms of the synthesizability of each image. The synthesizability is characterised as the ‘goodness’ of the ‘best’ synthesis result as obtained by a set of ETS methods. The ‘goodness’ is quantified as one of three levels: good, acceptable, and bad. See Fig. 2 for examples.

As to the automated synthesizability scoring, a series of features that would seem to be connected with the task are defined. A scoring function is then learned from the collection of annotated data. The experimental results show that automated synthesizability scoring is possible.

Our main contribution are: (1) to learn the image property synthesizability methodologically; (2) to design several novel features for qualitative texture analysis (esp. ‘textureness’, homogeneity, repetitiveness, and irregularity); and (3) to offer a fairly large texture dataset together with synthesizability annotations;

The remainder of the paper is organized as follows. Sec. 2 reports related work. Sec. 3 is devoted to our dataset, followed by our features and learning method in Sec. 4. Sec. 5 presents our experiments and Sec. 6 concludes.

2. Related work

Example-based texture synthesis. Techniques of example-based texture synthesis can be broadly categorized into four categories: feature-oriented synthesis [13, 6, 33, 9], Markov Random Fields (MRFs) methods [32, 40, 39], neighborhood-based methods [7, 16, 15, 5], and tile-based methods [4, 23]. The first group learns the statistics of carefully designed features and leads the synthetic images to have/achieve similar values, e.g. color histograms [13], multi-band spatial frequencies [6], and wavelet features [33]. This group of methods are stable and do not generate verbatim repetition, but the main challenge lies in designing a common set of features that is able to capture the essence of all kinds of textures. The second group considers textures as instances of MRFs. Parameters of the MRFs are estimated from the texture examples and new textures are then sampled from the model. Multi-scale neighborhood-based MRFs are learned in [32] and pairwise clique-based MRFs in [39]. This strand is theoretically well-founded, but is computationally expensive. The third group generate textures by copying pixels or patches from the exemplar inputs [8, 7, 16, 15, 5]. Unlike the first two groups they do not provide cues for texture analysis, but are often more efficient and tend to work for a larger variety of textures. The last group assemble new textures out of a set of (rectangular) tiles cropped from example images. This stream of methods are very efficient once the tiles are estimated. However, identifying these tiles is non-trivial: [24] handled this problem by estimating the translation symmetries and [5] through semantic labeling.

Texture recognition. Our work is also related – albeit rather weakly – to material recognition. Features for material classification include statistics of filter responses [20, 28, 34], joint intensity distributions within a compact neighborhood [36, 22], geometric features over topographic maps [38], and high-level semantic attributes [29]. Similarly, we need to design appropriate features for this new task.

3. Data collection

Although it stands to reason that some textures are easier to synthesise than others, quantifying this expectation has not been addressed. In order to learn to predict synthesizability, we collected a texture dataset and annotated it in terms of synthesizability. 40,000 images were downloaded from Google, Bing, and Flickr by providing 60 keywords. The keywords used are to cover common material classes such as glass, water, stone, plastic, fabric, leather, metal and paper, and to cover common geometric texture attributes such as stochastic, repetitive, lined, speckled, wrinkled and cracked. All images were truncated to 300×300 pixels, with images smaller than this not being used. Since the retrieved images are very ‘noisy’, with some not showing textures, being of low quality, or being severely watermarked, we made a manual selection for the truncated images. Finally, we ended up with a dataset of 21,302 texture samples.

For the annotation, we characterize the synthesizability of a texture as the ‘goodness’ of the best synthesized image among those generated by a selected set of ETS methods. A good synthesized image should be as similar as possible to the input example and should not have visible artifacts such as seams, blocks and ill-shaped edges, and should not contain salient repetitions of sub-patterns in a verbatim fashion, if that is not the case in the original. Since no single ETS method performs better than all others on all kinds of textures, the annotator got the choice between the results of four specific methods, that are based on different
methodologies: an image quilting method [7], a multi-scale Markov Random Field (MMRF) method [32], a wavelet-based parametric method [33], and a random phase synthesis [9]. While future work will probably yield more powerful ETS methods still, this dataset constitutes an initial benchmark, based on the current state-of-the-art in ETS. The final outcome of the annotation for a texture example is the ‘goodness’ of the synthesized result (among the 4) that an expert annotator considered best. This goodness was expressed as one of 3 levels: good, acceptable, and bad, assigned synthesizability scores of 1, 0.5 and 0, resp. The ‘best’ method of each texture example was also recorded to learn which method is the best to synthesize a given texture example. This was only performed for ‘good’ and ‘acceptable’ images; ‘bad’ ones were assigned to ‘NULL’. Fig. 2 shows examples of such annotation. In total, 25.5% samples were labeled bad, 39.7% acceptable and 34.8% good.

4. Learning image synthesizability

In this section, we investigate the visual features relevant to image synthesizability. We start from general image features, to move on to our designed texture features, and to the learning method.

4.1. General features

Local patterns. Local binary patterns (LBP) [30] have been widely used in texture recognition and such features achieved s-o-a classification performance [22]. Thus, we included uniform LBP.

Filter responses. Using image filters has become one of the most popular tools for texture analysis [20, 28] and synthesis [40]. Thus, filter bank responses may be helpful for learning synthesizability too. The Schmid Filter Bank [34] is employed with 13 rotationally invariant filters at 5 scales.

GIST features. Frequency analysis has proven very useful for texture analysis/synthesis [10, 28, 6], so features of this kind can best be included here as well. GIST [31] is used, where the implementation resizes images to 256 × 256 pixels, only considers one grid, and produces a feature vector of dimension 20.

4.2. Designed features

‘Textureness’. Objects and scenes are more difficult to synthesize than actual textures. We train a classifier to distinguish textures from objects and scenes. The UIUC texture dataset [17] delivered the positive samples (textures), and the 15-Scene dataset [18] the negative ones (objects/scenes). Linear SVMs were used as the classifier with GIST [31] as the feature. The classification score is taken as ‘textureness’.

Homogeneity. Homogeneous textures are easier to synthesize than heterogeneous ones. Thus, it is desirable to have a feature measuring homogeneity. One possibility is based on co-occurrence matrices [35], but is low-level and quite noise sensitive. We here propose a simple, yet more robust method based on our definition of homogeneity.

Definition: The homogeneity of an image is the expectation of visual similarity between two randomly-chosen local regions of the image.

In particular, given an image \( X \in \mathbb{R}^{H \times W} \), we measure the average similarity over \( T \) (80 in the implementation) trials. In trial \( t \), two regions \( R_{t1} \) and \( R_{t2} \) are sampled from \( X \), and their distance \( d(R_{t1}, R_{t2}) \) is measured. The homogeneity of \( X \) is then:

\[
\text{Hom}(X) = \frac{1}{T} \sum_{t=1}^{T} \frac{1}{d(R_{t1}, R_{t2})},
\]

where \( d(\cdot, \cdot) \) is the Euclidean distance, \( R_{t1} \) and \( R_{t2} \) are of the same size \( \lceil H/3 \rceil \times \lceil W/3 \rceil \), and the positions of their top-left corners are sampled uniformly, at random from

Figure 3. The homogeneity of texture examples detected by our method. Images are all of 300 × 300 pixels.
\{(i, j) : i \in \{1, ..., \lfloor 2H/3 \rfloor \}, j \in \{1, ..., \lfloor 2W/3 \rfloor \}\}. The regions are represented with bag-of-words. The dictionary is learned from X by k-means with 30 'word' centres and with 10 \times 10 patches around every pixel (RGB values are used). See Fig. 3 for the homogeneity of six texture examples detected by the method. Our homogeneity is more effective than the co-occurrence one \cite{35} because it uses regions rather than single pixels. It is also more robust because the word histograms yield some spatial invariance.

**Repetitiveness.** Textures are usually referred to as visual surfaces composed of repeating patterns, that are similar in appearance \cite{37}. FFT features, of which the power spectrum is directly related to auto-correlation, have been used very early on \cite{10, 35, 21}. For periodic patterns, the auto-correlation function is strongly peaked. Here we propose a related measure, also aimed at capturing imperfect repetitions (Fig. 4), that is defined in the spatial domain.

The method draws on normalized cross correlation (NCC): an image \(X \in \mathbb{R}^{H \times W}\) is cross-correlated with itself, generating an NCC matrix \(D \in \mathbb{R}^{(2H-1) \times (2W-1)}\). The elements in the matrix are divided by the number of pixels involved in their calculation (different overlap as the image is shifted across itself). The borders of the matrix are not used due to the insufficient overlap there. The idea is that if \(X\) is repetitive, the following two properties should hold: (1) for a random moderate-sized region \(R\) of \(D\), the difference between its maximum value and its minimum value should be large; (2) the minimum values of a set of randomly sampled \(R\)'s (of the same size) should be very close. The philosophy behind (1) is that for repetitive textures, the auto-correlation function should exhibit peaks and valleys. Property (2) is derived from the fact that the distances between all 'repeated' versions should be similar.

Denoting by \(Max(R_t)\) and \(Min(R_t)\) the maximum and minimum values of the \(t\)th region \(R_t\), we quantify the repetitiveness of \(X\) as

\[
\text{Rep}(X) = \left( \frac{1}{T} \sum_{t=1}^{T} \frac{\text{Max}(R_t)}{\text{Min}(R_t)} \right) \times \frac{1}{\sigma(\text{Min}(R_t))} \tag{2}
\]

where \(T\) (80 in the implementation) is the number of randomly sampled \(R\)'s in \(D\), and \(\sigma(z)\) is the standard deviation of \(z\). The size of \(R\) is set to \([H/5] \times [W/5]\). Too small a size cannot capture large-scale repetition, and too large a size looses discrimination power. See Fig. 4 for examples of detected repetitiveness. Repetitiveness is akin to the Harmonicity feature of \cite{21}, but repetitiveness is more robust due to its pooling over local regions.

**Irregularity.** Irregular textures are harder to synthesize than regular ones \cite{23}, so we conjecture that the irregularity of textures is also relevant to their synthesizability. Although the irregularity of textures has been suggested before, we still lack a method to measure it computationally. We propose Ensemble Composition (EC) for such quantification. The idea is that if a texture is regular, composing any of its regions using image chunks from outside will be cheap (See images in Fig. 5 to get the idea). We again do this over an ensemble – over \(T\) trials (80 in the implementation), we use the average composition energy to indicate texture irregularity. In the \(t\)-th trial, given an image \(X\), we denote by \(R^t\) the region to compose, and by \(Y^t\) the rest of the image. The composition should have two properties: (1) the composited region should be similar to \(R^t\); (2) the chunks from \(Y^t\) should be as continuous (large) as possible.

We formulate the composition task as a graph labeling problem with the following energy:

\[
E(R^t) = \sum_{i \in R^t} D_i(l_i) + \lambda \sum_{(i,j) \in \mathcal{N}} V(l_i,l_j) \tag{3}
\]

where \(l_i\) is the label assigned to pixel \(i\) in region \(R^t\), and \(\mathcal{N}\) is the neighborhood set of pixels in \(R^t\). The label \(l_i\) represents the pre-defined offsets \(s_i\) between the composed pixels and composing pixels in the 2D image domain, that is, \(l_i \in \{1, ..., \#(X)\}\). \(D_i(l_i)\) denotes the cost of assigning the \(l\)th label to the \(i\)th pixel of \(R^t\), and it is defined to reflect the similarity of pixel \(i\) and corresponding shifted pixel \(i + s_i\). To counteract noise, we use the Euclidean distance between the Schmid Filter responses \cite{34}; positive infinity is used when the shifted position falls outside of \(Y^t\). For the smoothing term \(V(l_i,l_j)\), we use the Potts model, i.e.

\[
V(l_i,l_j) = 0 \text{ if } l_i = l_j \text{ and } 1 \text{ otherwise.} \]

\(\lambda\) is set to 50 to balance the two energy terms. By performing \(T\) trials, the irregularity of texture \(X\) is then defined as:

\[
I_{\text{Reg}}(X) = \frac{1}{T} \sum_{t=1}^{T} E(R^t). \tag{4}
\]

The energy is optimized by multi-label graph-cuts \cite{2}. In order to speed the optimization up, we employed the tech-
technique of dominant offsets proposed in [12] – only the dominant offsets (60 in our implementation) were considered as the labels. We also approximated the nearest neighbor search (for dominant offsets) by clustering patches into clusters (200 in our case) – patches in the same cluster are considered as neighbors. Our texture irregularity is similar to Boiman’s image irregularity [1], but we focus on textures and compose the image from itself instead of composing general scenes from a dataset. Also, we provide an irregularity score for a given image by a new ensemble method.

It is noteworthy that homogeneity, repetitiveness, and regularity capture different properties. For instance, the texture in Fig. 5(b) is homogeneous, but not repetitive and not regular. The texture in Fig. 5(f) is homogeneous and regular, but not repetitive. In a nutshell, the 4 designed features are not orthogonal (e.g. repetitive textures are normally regular as well), but are complementary nonetheless. Moreover, we do not claim that the 7 features (general + designed) are optimal or exhaustive. Other features such as entropy, coarseness, directionality, could also be relevant to synthesizability.

4.3. Learning method

We attempt to computationally quantify texture synthesizability and to use this to aid synthesis. To those ends, we train (1) a regression model on the synthesizability scores (1, 0.5 and 0) to predict the synthesizability of a given image, and (2) an additional classifier to suggest the ‘best’ ETS method to synthesize it. Random Forest [3] was used for both training tasks due to its fast speed. 30 trees were used for the forest.

Figure 5. The irregularity of texture examples captured by Ensemble Composition. Images are all of 300 × 300 pixels.

5. Experiments

5.1. Learning synthesizability

In this section, we evaluate the contribution of all features to the prediction of synthesizability and to what degree it is learnable. All 7 single features and their 3 combinations were evaluated. The 3 combinations are: combination of the 3 general features (General), combination of the 4 designed features (Designed), and combination of all features (All). 30% of the dataset images were used for training, the rest for testing. We report results over 5 random training-testing splits. For evaluation, we performed two retrieval tasks and evaluated the average precision for different levels of recall: (1) retrieve images with ‘good’ scores (>=good); (2) retrieve images with ‘good’ or ‘acceptable’ scores (>=acceptable).

Quantitative evaluation. Table [1] shows the results for different, single as well as combined features when recall is set to 1, and Fig. [8] shows the results for different levels of recall when all features are used. The table shows that every single feature is helpful. Homogeneity performs the best. It is also interesting that the combination of the 4 designed features performs substantially better than the combination of the 3 general texture features. This suggests that the designed features are indeed particularly relevant to synthesizability. This said, general texture features add to the power of the mix, given that the combination of all features yields the best performance. Also, from the highest precision scores (94.5% for >=acceptable, and 75.5% for >=good) we can conclude that image synthesizability is learnable and predictable. If only a fraction of well-synthesizable textures need to be retrieved, a very high precision can be expected (See Fig. [8]). This is very useful for choosing synthesizable textures from internet images.

Qualitative evaluation. Fig. [1] and Fig. [6] show examples together with their predicted synthesizability. The synthesizability predictor here was trained with all annotated images except for the image itself given for prediction. As can be seen, homogeneous, repetitive, and regular texture examples obtain higher scores. The low scores are caused by many factors, such as outliers, surface distortions, and complex structures. In Fig. [6] the ‘best’ synthesised images by the ETS methods are also shown. The quality of the synthesized images is largely consistent with the predicted synthesizability score. This is crucial because it allows us to detect textures – also as image parts, see shortly – that can be synthesized well. As already claimed, the system can also suggest the ‘best’ synthesis method for a given texture example. Fig. [7] shows two such examples, where results of the suggested method and results of a randomly chosen method are compared. It can be seen that our ‘adaptive selection’ is superior to random guessing. This is due to the fact the ETS methods all have their own philosophies.
<table>
<thead>
<tr>
<th>Features</th>
<th>LBP</th>
<th>SFilter</th>
<th>GIST</th>
<th>Textureness</th>
<th>Homogeneity</th>
<th>Repetitiveness</th>
<th>Irregularity</th>
<th>General</th>
<th>Designed</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;=Acceptable</td>
<td>88.1%</td>
<td>76.8%</td>
<td>84.1%</td>
<td>77.2%</td>
<td>88.7%</td>
<td>82.2%</td>
<td>67.6%</td>
<td>88.5%</td>
<td>93.1%</td>
<td>94.5%</td>
</tr>
<tr>
<td>&gt;=Good</td>
<td>57.0%</td>
<td>37.8%</td>
<td>52.9%</td>
<td>38.5%</td>
<td>62.8%</td>
<td>45.6%</td>
<td>40.0%</td>
<td>60.2%</td>
<td>73.4%</td>
<td>75.5%</td>
</tr>
</tbody>
</table>

Table 1. The average precision of synthesizability prediction with all individual features and as combinations, when recall is 1.

and each one works better than the others for some textures, which necessitate an adaptive selection for the ‘best’ synthesis methods for a given texture example.

**Failure cases.** Of course, the method fails sometimes. The typical false positives (a high synthesizability score assigned to an image hard to synthesize) are images with fine, global, but irregular structures, e.g., crumpled paper and fabric, wood with year rings, foliage nerves, or hairs. It is hard to for the features to capture these subtle, but semantically crucial information. The typical false negatives (low score for synthesizable images) are heterogeneous textures such as some rust and cloud examples. This is probably because
the space of valid textures for those is very large so that synthesized textures more easily fall inside the space. See Fig. 9 for such examples.

**Synthesizability with scales** Textures in an image can be perceived and may differ at different scales. Thus, it is interesting to see how scales of textures affects their synthesizability. Fig. 10 shows an example, where three scales of the same texture are used as the examples for synthesizability prediction. Zooming in, the synthesizability score drops – as long as the same ‘textons’ matter – as those textons increasingly take on the role of individual objects. This is in keeping with human intuition.

### 5.2. Trimming texture examples

In this section, image synthesizability is used for trimming images to more synthesizable parts. Given an image, the synthesizability of subimages is computed and compared. The most synthesizable subimage is then suggested. See Fig. 11 for examples. 500 sub-windows were randomly sampled, with a minimum size of 100 × 100 pixels and maximum size that of the entire image. The figure suggests that our method performs well for this task. It is thus possible to pick synthesizable texture examples from unconstrained images. Fig. 12 illustrates that synthesis is superior for the selected windows compared to using the entire image. Note that if two windows receive the same/close synthesizability score, we prefer the larger window.

### 6. Conclusions

The paper proposed synthesizability as a novel texture property and developed a computational predictor for it. We constructed a fairly large texture dataset and calibrated it according to synthesizability. A set of texture features have been proposed and, in some cases, designed for the learning, such as ‘textureness’, homogeneity, repetitiveness, irregularity. Extensive experiments show that image synthesizability can be learned and predicted computationally. It can be used to find good texture examples for synthesis, to detect good textures from unconstrained images for synthesis, and to choose an appropriate method to do so.

Our approach can be seen as kind of a ‘winner-uses-all’ strategy. Rather than aiming for the next best method, the idea is to rather pick one case-optimal method among several existing alternatives, with the goal of reaching success rates better than those of any individual method. Such eclectic strategy could also be tried for other tasks: rather than creating ever stronger methods, choose from existing methods based on some preprocessing.
Reproducibility. The Code, Data and more examples are available at: www.vision.ee.ethz.ch/~daid/ synthesizability.
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