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Abstract

Persistent surveillance of large geographic areas from
unmanned aerial vehicles allows us to learn much about the
daily activities in the region of interest. Nearly all of the ap-
proaches addressing tracking in this imagery are detection-
based and rely on background subtraction or frame differ-
encing to provide detections. This, however, makes it diffi-
cult to track targets once they slow down or stop, which is
not acceptable for persistent tracking, our goal.

We present a multiple target tracking approach that does
not exclusively rely on background subtraction and is bet-
ter able to track targets through stops. It accomplishes this
by effectively running two trackers in parallel: one based
on detections from background subtraction providing target
initialization and reacquisition, and one based on a target
state regressor providing frame to frame tracking. We evalu-
ated the proposed approach on a long sequence from a wide
area aerial imagery dataset, and the results show improved
object detection rates and ID-switch rates with limited in-
creases in false alarms compared to the competition.

1. Introduction
Persistent surveillance of large geographic areas from

unmanned aerial vehicles (drones) allows us to learn much
about the daily activities in the region of interest. This
is not only useful for security applications, but it also has
the potential to enable real-time traffic optimizations and
map updates. Sensors that capture imagery for persis-
tent surveillance are multi-camera, large format (60-100
megapixels), have low sampling rate, provide limited res-
olution on targets, and are in grayscale (see Figure 1 for an
example). Therefore, understanding people’s activities and
movements requires multiple target tracking algorithms that
can cope with these characteristics.

Nearly all of the approaches addressing tracking in this
imagery, called wide area aerial imagery, are detection-
based and rely on background subtraction or frame differ-
encing to provide detections [14, 19, 17, 11]. Recent work
shows detection based tracking approaches are powerful

Figure 1. Wide area imagery, full frame (left) and detail (right).

[15, 4], but they assume a target detector with reasonable
performance can be learned. In wide area imagery, where
the resolution of each target is limited (about 20 � 10 pix-
els), training such a detector is difficult. Therefore, back-
ground subtraction or frame differencing is used instead.
This, however, makes it impossible to track targets once
they slow down or stop, because background models are
often built over short time scale to avoid introducing errors
from parallax, lighting changes, or inaccurate stabilization
(drift). Our goal is to achieve persistent tracking, and losing
targets every time they stop is not acceptable.

In this work, we present a multiple target tracking ap-
proach that does not exclusively rely on background sub-
traction and is better able to track targets through stops. It
accomplishes this by effectively running two trackers in par-
allel: one based on detections from background subtraction
providing target initialization and reacquisition, and one
based on a target state regressor providing frame to frame
tracking. The detection based tracker provides accurate ini-
tialization by inferring tracklets over a short time period (5
frames). The initialization period is then used to learn a
non-parametric regressor based on target appearance tem-
plates, which is able to directly infer the true target state
from a given target state sample in every frame. When the
regressor based tracker fails (loses a target), it falls back to
the detection based tracker for reinitialization.

Our primary contribution in this work is a multiple target
tracking approach for wide area aerial surveillance imagery
that is better able to track targets through stops and brings
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