
Event Detection using Multi-Level Relevance Labels and Multiple Features

Zhongwen Xu† Ivor W. Tsang‡ Yi Yang† Zhigang Ma§ Alexander G. Hauptmann§

†ITEE, The University of Queensland, Australia
‡QCIS, University of Technology, Sydney, Australia

§School of Computer Science, Carnegie Mellon University, USA
{z.xu3,yi.yang}@uq.edu.au Ivor.tsang@uts.edu.au {kevinma,alex}@cs.cmu.edu

Abstract

We address the challenging problem of utilizing related
exemplars for complex event detection while multiple fea-
tures are available. Related exemplars share certain posi-
tive elements of the event, but have no uniform pattern due
to the huge variance of relevance levels among different re-
lated exemplars. None of the existing multiple feature fu-
sion methods can deal with the related exemplars. In this
paper, we propose an algorithm which adaptively utilizes
the related exemplars by cross-feature learning. Ordinal
labels are used to represent the multiple relevance levels of
the related videos. Label candidates of related exemplars
are generated by exploring the possible relevance levels of
each related exemplar via a cross-feature voting strategy.
Maximum margin criterion is then applied in our frame-
work to discriminate the positive and negative exemplars, as
well as the related exemplars from different relevance lev-
els. We test our algorithm using the large scale TRECVID
2011 dataset and it gains promising performance.

1. Introduction

A complex event is a higher level semantic abstraction of
longer video clips than concepts such as actions, scenes or
objects. For example, a “Birthday party” event may contain
multiple concepts such as person, birthday cake, singing,
cheering, blowing candles, etc. In addition, the videos de-
picting the same event usually have huge within event vari-
ations. A “Birthday party” may take place indoors (e.g. in
a restaurant) or outdoors (e.g. in a park), and people may
celebrate the birthday in different ways. They may sing a
song, have a dinner, or play games. In contrast to actions
that usually last for a few seconds and objects which can be
detected in a single image, complex events generally have
longer duration from several minutes to hours.

Even though it is more difficult, complex event detec-
tion has gradually attracted more research attention in re-

Figure 1. A video of “Man performs an oil change on a motorcy-
cle”, which is related to the event “Changing a vehicle tire”.

cent years. Videos with long durations and large intra-
class variances contain rich and complex information that
the whole information of the videos cannot be captured by
one single feature. Research papers and existing systems
have demonstrated that combining multiple features is an
effective method for event detection [25, 13, 16]. Some fea-
tures are better for discriminating scenes, while others may
be more sensitive to different actions. However, most sys-
tems combine these features in a simple way without con-
sidering correlations between different features for event
detection [25, 13]. Intuitively, these features are correlated
and complementary to each other. If we manage to un-
cover such shared information between different features,
we will be able to leverage the mutual benefit of multiple
features, which in turn will result in better exploitation of
them. In light of this, we build up a multiple feature learn-
ing framework for complex event detection. Our framework
is capable of handling different features jointly by appropri-
ately mining their correlations, thus leading to a more robust
event detector.

Due to the complex attribute of an event, it is compara-
tively hard to find positive exemplars which exactly match
the definition of the event. However, it is easier to find
videos that match the definition partially, which is referred
as related exemplars in this paper. As shown in Figure 1, a
video described as “Man performs an oil change on a motor-
cycle” is marked as a related exemplar to the event “Chang-
ing a vehicle tire” by NIST. The action “change” and the
object “motorcycle” are basic components of the “Chang-
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Figure 2. A video of “A dog lies in the grass”, which is related to
the event “Grooming an animal”.

ing a vehicle tire” event, though the video has nothing to
do with “tire”. Figure 2 shows another example. A video
depicted as “A dog lies in the grass” is considered as a re-
lated exemplar to the event “Grooming an animal” because
it contains a dog, which belongs to the concept “animal”.

Related exemplars share some common components
with the target event, but at different levels. In Figure 3,
we show four related videos to the event “Changing a ve-
hicle tire”. Some related videos, i.e. subfigures (c) and (d),
are quite close to the positive exemplars, while others, i.e.
subfigures (a) and (b), are just marginally related. Related
exemplars are noisy but they essentially have useful infor-
mation for discriminating an event. If we effectively uti-
lize these related training exemplars, the detection perfor-
mance would be boosted. While many papers and systems
[25, 13, 16] have been proposed for complex event detec-
tion, only one has studied to use related exemplars for event
detection [18]. However, as shown in Figure 3, the rele-
vance levels of related exemplars vary dramatically. It is
not reasonable to utilize them identically. The experiment
in [18] also shows that using related videos as positive ex-
emplars gains better performance for some events while for
other events we should use related videos as negative ex-
emplars. Even though cross validation could be potentially
used, the algorithm proposed in [18] is not able to decide
whether related videos should be used as positive or nega-
tive exemplars for a specific event, which severely limits the
usage of the algorithm. In addition, [18] is not able to deal
with multiple features.

Using all of the related videos as positive exemplars may
increase false alarm as some of them do not necessarily
have sufficient positive elements. Discarding related videos
which are highly related to the target event, on the other
hand, may lose useful information. Thus it is more reason-
able to adaptively learn the relevance level of each related
video and leverage the related videos of high relevance to
infer a robust detector. Instead of directly using binary la-
bels as in [13, 16, 25], we introduce ordinal labels to differ-
entiate relevance levels of related videos. Specifically, if we
use totalR (R ≥ 3) ordinal labels to denote theR relevance
levels, we assign 1 as negative label, and R as positive la-
bel. The numbers between 1 and R correspond to related
videos. A larger ordinal label indicates a higher relevance

(a) People driving on a road trip. (b) Little kids washing cars.

(c) Two men working together to (d) A little boy trying to
inflate a tire on a truck. unscrew a bolt from a tire.

Figure 3. Related videos to the event “Changing a vehicle tire”
provided by NIST. Different videos have different relevance levels
to the event.

level. The ordinal labels close to 1 are the labels with low
relevance to the event, and the ordinal labels close to R are
the labels with high relevance.

There has been plenty of research focusing on multiple
feature fusion [16, 15, 13], but none of the existing algo-
rithms can tackle multiple relevance levels of the training
data. To progress beyond the state of the art, we propose a
cross-feature reasoning approach to generate a set of candi-
date labels for all related videos and then adaptively select
an optimal ordinal label for each of them. After assigning
one candidate label to each video, we enumerate possible
combinations of all the related videos. We then learn an op-
timal weight to each label combination. In conjunction with
a kernel matrix, each label combination can be used to train
a model for event detection. Given multiple label combina-
tions, we have multiple models. Then we formulate the la-
bel weighting problem in a multiple kernel learning fashion
to obtain a unified event detector, where maximum margin
criterion is applied to learn (R − 1) discriminative bound-
aries between each pair of consecutive ordinal labels. To
make the results more robust, we propose to recursively up-
date the label combinations. Once we get the unified event
detector, we use it to predict the labels of related videos
and update the label combinations, which are then used for
another round of learning. The procedure is repeated until
convergence and the final unified detector is used for event
detection.

2. Related Work

In this section, we briefly review the related work on
complex event detection and multiple feature learning.
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2.1. Complex Event Detection

Complex event detection is intrinsically different from
most event detection work that only handles simple events
that can be characterized by a single shot or a few frames [5,
2, 7]. Most of these events are unusual events or sports
events that last for short time and have small intra-class vari-
ations. In contrast, complex events focused in this paper are
much more complicated, occur in much longer videos and
have huge intra-class variations.

Different strategies, either from feature perspective or
from classification perspective, have been developed to im-
prove the detection accuracy. A method of using multi-
channel shape-flow kernel descriptors is proposed for event
detection in [12]. Yang et al. design an approach that dis-
covers date-driven concepts from multi-modality signals,
based on which a sparse video representation is learned for
event detection [23]. Natarajan et al. propose to combine
multiple features from different modalities to improve mul-
timedia event detection [13]. Tamrakar et al. have evaluated
the performance of several mainstream features for complex
event detection [16]. Fisher vectors have been exploited
instead of bag-of-word histograms to integrate the state-
of-the-art low-level descriptors to represent the videos for
complex event detection [14]. On the other hand, transfer
learning has been exploited by Ma et al. for complex event
detection when there are only a few positive examples [10].
Izadinia et al. consider that a complex event consists of
some low-level events that can be treated as latent variables
for learning a latent SVM based model [4]. Liu et al. have
designed a local expert forest model for score fusion from
multiple classifiers in complex event detection [9]. In [11],
Ma et al. have proposed to use video attributes to boost
event detection performance.

The progress made by the aforementioned work is en-
couraging and leads to more research efforts on complex
event detection. But little work has made endeavor to topics
on how to effectively utilize related exemplars for boosted
performance due to the essential arduousness of the prob-
lem. [22] is one of the first attempt utilizing related exem-
plars for event detection. The algorithm porposed in [22]
is desinged for only one single feature. In this paper, we
dwell in the usage of related exemplars under multiple fea-
ture condition, which is a new and challenging topic.

2.2. Multiple Feature Learning

Current methods of combining multiple features work in
a conditionally independent way. There are two major cat-
egories of multiple feature combination methods. One is
early fusion, which combines the kernel matrices before the
training process, and then puts the combined kernel matrix
into the classifier. The other one is late fusion, which com-
bines the predictive values after the training process. Some
algorithms proposed in the machine learning community

have good performance for different applications. But none
of them has focused on our problem: how to effectively
embed related exemplars learning into the multiple feature
learning framework? To progress beyond the state of the art,
we propose a novel multiple feature learning method that is
particularly tailored to leverage related exemplars for com-
plex event detection. Recently, Ye et al. have proposed a
rank minimization based approach to fuse prediction scores
for event detection [24]. However, the time complexity of
the algorithm cubic w.r.t. the number of testing data, mak-
ing it unsuitable for large scale datasets.

3. The Proposed Algorithm
In our framework, the relevance levels of the related

videos are represented by R ordinal labels (1, 2, . . . , R). A
larger ordinal label indicates higher relevance to the event.
Label 1 is the negative exemplars, and label R is for posi-
tive exemplars. We have two major steps in our algorithm.
Firstly, we learn the model with the maximum margin crite-
rion between the consecutive relevance labels from a label
candidates set. Secondly, we update the label candidate set
from the prediction of cross-feature. These two steps are
repeated until convergence.

3.1. Multi-Relevance Levels Learning

Assuming we have P different features extracted from
the videos, we formulate the multiple feature learning prob-
lem with uncertain labels as follows:

min
fp,yp∈Yp

P∑
p=1

(
‖fp‖2 + C

n∑
i=1

`(fp,xpi ,y
p
i )

)
, (1)

where fp is the classifier for the p-th feature, 1 ≤ p ≤ P ,
Yp is the label candidate set generated from the information
of other features, C is the trade-off parameter to control the
complexity of the model, and `(f, x, y) is the loss function
for classifier f , video x, and label y.

Without loss of generalization, we assume that fp(x) =
(wp)Tφ(xp), where φ(·) maps the p-th feature into a
Hilbert space. Then we apply the `1-hinge loss on
(1). For the relevance labels, assuming R ordinal labels
(1, 2, . . . , R) are used to represent the relevance levels, we
introduce θp (θpr ≤ θpr+1, 1 ≤ r ≤ R − 1) to represent the
boundaries between relevance labels r and r+1 for the p-th
feature. The binary prediction between labels r and r+ 1 is
formulated as:

f ′p = sgn((wp)Tφ(xp)− θpr ). (2)

According to the binary prediction formulation of (2), we
transform the relevance labels into (R − 1) binary labels
for each level. For example, if R = 4, relevance label 1 is
extended to [-1, -1, -1], while relevance label 3 is extended
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to [1, 1, -1]. Following the definition above, we reformulate
(1) for the p-th feature as:

min
yp∈Yp

{
min

wp,θp,ρp,ξ

1

2
‖wp‖22 +

1

2
‖θp‖22 − ρ

p + C

R∑
r=1

n∑
i=1

ξri

s.t. yri ((w
p)Tφ(xpi )− θ

p
r ) ≥ ρp − ξri , ξri ≥ 0

∀i = 1, . . . , n, ∀r = 1, . . . , R− 1,

θpr ≤ θ
p
r+1,∀r = 1, . . . , R− 1

}
(3)

According to [8], since the hinge loss is non-increasing, the
constraints θpr ≤ θpr+1 are implicitly fulfilled in the opti-
mization. Next we optimize (3) for each feature. Since (3)
has the same optimization formulation for each feature, we
omit the superscript p in the following derivation.

Introducing αri ≥ 0 and λri ≥ 0 (1 ≤ i ≤ n, 1 ≤ r ≤
R−1) as the Lagrangian variables, we have the Lagrangian
of the inner minimization problem of (3) as:

L =
1

2
‖w‖22 +

1

2
‖θ‖22 − ρ+ C

R−1∑
r=1

n∑
i=1

ξri

−
n∑
i=1

R−1∑
r=1

αri (y
r
i (w

Tφ(xi)− θr)− ρ+ ξri )−
R−1∑
r=1

n∑
i=1

λri ξ
r
i

(4)

Taking the derivatives w.r.t. w, θ, αri and λri to zero, and
substituting the results back into (4), we get the dual form
of the inner optimization subproblem of (3) as:

max
α
−1

2

n∑
i,j=1

R∑
r,r′=1

αriα
r′

j y
r
i y
r′

j K(xri , x
r′

j ), (5)

where K(xri ,x
r′

j ) = φ(xri )
Tφ(xr

′

j ) + δ(r = r′). Note
that function δ(·) = 1 when the condition inside it holds,
otherwise δ(·) = 0. To transform (5) into matrix form,
we make α = [α1

1, . . . , α
R−1
1 , . . . , α1

n, . . . , α
R−1
n ]T , and

ŷ = [y1
1 , . . . , y

R−1
1 , . . . , y1

n, . . . , y
R−1
n ]T , then (5) can be

simplified to:

min
ŷ∈Y

{
max
α∈A
−1

2
αT (K� ŷŷT )α

}
, (6)

where A is the feasible set of α, and A =
{α|

∑n
i=1

∑R−1
r=1 α

r
i = 1, 0 ≤ αri ≤ C, 1 ≤ i ≤ n, 1 ≤

r ≤ R − 1}. Furthermore, according to the minimax in-
equality proposed in [6], (6) is lower-bounded by

max
α∈A

{
min
ŷ∈Y
−1

2
αT (K� ŷŷT )α

}
, (7)

which is obtained by noticing sets A and Y are compact
sets, and swapping minŷ∈Y and maxα∈A makes (6) an up-
per bound of (7).

To derive the dual form of the inner optimization prob-
lem of (7), we reformulate (7) as:

max
α∈A

{
max

∆
−∆,

s.t. ∆ ≥ 1

2
αT (K� ŷmŷTm)α,∀ŷm ∈ Y

}
.

(8)

By introducing Lagrangian variables dm ≥ 0 on the in-
equality constraint in (8), the above problem can be relaxed
into:

max
α∈A

min
d∈D
−1

2
αT

 ∑
m:ŷm∈Y

dmK� ŷmŷTm

α

 , (9)

where D is the feasible set of d, and D =
{d|
∑
m:ŷm∈Y dm = 1, dm ≥ 0,∀m : ŷm ∈ Y}.

Swapping maxα∈A and mind∈D, (9) is equivalent to:

min
d∈D

max
α∈A
−1

2
αT

 ∑
m:ŷm∈Y

dmK� ŷmŷTm

α

 .

(10)
From (10) we can see that if we regard the matrices K �
ŷmŷTm, m : ŷm ∈ Y as the base kernels in the Multiple
Kernel Learning (MKL) problem, where the optimization
leads to an optimal convex combination of |Y| base kernels.

3.2. Updating Label Candidates via Cross-Feature
Voting

Due to the imbalanced data condition, we cannot get the
precise threshold of deciding which predictive value should
be labeled as +1 or −1. Instead of setting only one thresh-
old (typically the threshold is 0) to discretize the predictive
values into label sets, we utilize the predictive values from
other features to incorporate their information, and then dif-
ferent thresholds are set on the predictive values to obtain
the label candidate set. The intuition behind setting differ-
ent thresholds is that under the imbalanced data condition,
the predictive values are severely biased. So we need to set
different thresholds, and then generate larger label candi-
date sets. Then our model can select good label candidates.

Regarding the source of predictive values, one may use
predictive values only from the classifier trained in the last
iteration. However, bad label candidates in the previous it-
erations may propagate into the following label candidates,
and degrade the performance of the prediction. Especially,
the label candidates may not be accurate during the first few
iterations. Thus, except for the label candidates generated
from the last iteration, we keep the ones from different iter-
ations. We utilize the label candidates during the whole it-
eration process to make the generated label candidates more
robust.
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We propose a cross-feature voting approach to update the
label candidates, in which the candidate labels of the p-th
feature are voted by other features. The proposed approach
is formulated as follows:

Ypt+1 =

 P⋃
p′ 6=p

Qp
′

t

⋃Ypt , (11)

whereQp
′

t is obtained from projecting the predictive values
in the t-th iteration of the p′-th feature into label candidates
by setting different thresholds. In our algorithm, Qp

′

t is in-
troduced to control the proportion of exemplars with high
relevance. The proposed algorithm is summarized in Algo-
rithm 1.

Algorithm 1: Multi-Relevance Level Learning with
Multiple Features

Input: Video data from P different features: {xp},
initial labels under each feature: {yp0}

Output: αp,dp,Yp
1 Initialize Yp = {yp0}, 1 ≤ p ≤ P ;
2 m← 1;
3 repeat
4 for p← 1 to P do
5 Solve αp and dp based on Yp according to

(10);
6 Obtain predictive values zp on data points xp;
7 Set different thresholds on zp and get the label

candidates set Qp which satisfies the
constraint;

8 end
9 for p← 1 to P do

10 Yp ← Yp ∪Qp′ ;
11 end
12 m← m+ 1;
13 until stop criterion;

3.3. Stop Criterion and Convergence

Note that (10) aims to minimize the objective function
w.r.t. d and α, and the label candidate set Y is expanded
in each new iteration. The objective value of the last iter-
ation thus equals to setting dm′ to zeros, for all new gen-
erated label candidates ym′ . Subsequently, the objective
function in the (t+ 1)-th iteration is smaller than that in the
t-th iteration, which means that the objective function de-
creases monotonously with the iterations. When the change
between objective value of the t-th iteration and that of the
(t+ 1)-th iteration becomes a relatively small value, the al-
gorithm can be regarded as converged. In our experiments,
the proposed algorithm often converges within 10 iterations.

3.4. Time Complexity

The major cost is to solve the MKL problem in (10),
where the complexity depends on the kernel type used in
K. If K is from a non-linear kernel, the MKL problem re-
quires approximately O(L((R − 1)n)2.3), where L is the
number of iterations inside the MKL and O(((R− 1)n)2.3)
is the empirical complexity of SVM training complexity.
Assuming that Algorithm 1 converges after T iterations,
the total time complexity of the model is O(TPL((R −
1)n)2.3). However, when K is from a linear kernel, we
can apply LIBLINEAR solver to get the solution of MKL,
which has the time complexity of O((R − 1)n) instead of
O(((R − 1)n)2.3). Therefore the total time complexity be-
comes O(TPL(R − 1)n) if LIBLINEAR is embedded to
optimize the MKL problem, which is very efficient.

4. Experiments
4.1. The Dataset

In 2011, NIST collected a large number of videos from
Internet hosting sites such as Youtube. The dataset (namely
TRECVID MED) consists of more than 32,000 testing
videos. The total duration is 1,200 hours which is about 800
GB in size. The events in the testing set of TRECVID MED
2011 are “Birthday party (BP)”, “Changing a vehicle tire
(CaVT)”, “Flash mob gathering (FMG)”, “Getting a vehicle
unstuck (GaVU)”, “Grooming an animal (GaA)”, “Making
a sandwich (MaS)”, “Parade (PR)”, “Parkour (PK)”, “Re-
pairing an appliance (RaA)”, and “Working on a sewing
project (WaSP)”. The numbers of positive exemplars pro-
vided by NIST for each event vary from 100 to 200, and the
number of related exemplars is around 150.

In the experiments, we use three visual features:
Dense Trajectories [20], MoSIFT [1], and Color SIFT
(CSIFT) [19], which have been shown to be among the best
visual features in the TRECVID MED competition. We
extract these three features from videos, then we generate
the visual vocabulary with a size of 4,096 for each descrip-
tor. The videos are mapped into 4,096 dimensional Bag-of-
Words (BoWs). We apply 1x1, 2x2, and 3x1 spatial grids to
generate the spatial-BoWs. Thus we have 32,768 dimen-
sional spatial representation for each feature. According
to [25, 21], χ2-kernel is the most effective kernel for video
analysis. So we apply KPCA on χ2-kernel in the prepro-
cessing stage of our proposed algorithm.

4.2. Compared Algorithms

According to the reports of top ranked teams in
TRECVID competition and recent research papers on event
detection [25, 13, 12], Support Vector Machine (SVM) and
Kernel Regression (KR) are the most reliable algorithms for
event detection. To illustrate the different results from dif-
ferent ways of utilizing related exemplars, we conduct fol-
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lowing experiments. Firstly, we regard all of the related ex-
emplars as with positive labels, train the event detectors, and
report the results. We denote the experiments as SVMPOS
and KRPOS respectively. Secondly, we treat all the related
exemplars as negative exemplars, and these results are de-
noted as SVMNEG and KRNEG respectively. We apply the
χ2-kernel on SVM and KR, which is consistent with [25].
Regarding the algorithms of combining multiple features,
we apply early fusion and late fusion on these features. For
early fusion methods, we apply average early fusion. For
late fusion methods, we use average late fusion and LP-
Boost fusion [3].

In our proposed algorithm, we fix the parameter C as 1,
utilize R = 4 for the relevance levels, and then we impose
the constraint that the related videos with high relevance are
not more than 20% of the total number of related videos. We
use two evaluation metrics for comparison. One is Average
Precision (AP) and the other is Pmiss, which is used in the
official evaluation of TRECVID MED.

4.3. Experiment Results on Single Feature

Firstly, noting that we can obtain the predictive values
for each feature in our model, we show the detection re-
sults of using one single feature. To observe the effective-
ness of utilizing information from related labels, we com-
pare to the results of SVM, SVMPOS, SVMNEG, KR, KRPOS,
and KRNEG, with one single feature. Table 1 shows the
detection performance (measured in Mean Average Preci-
sion over 10 events) of Dense Trajectories, MoSIFT, and
CSIFT under different models. From Table 1 we can see
that our algorithm outperforms other methods significantly
with the three evaluated features respectively. Figure 4
shows the performance comparison over different models
on the best single feature Dense Trajectories. We can ob-
serve consistent advantage of our method over other state-
of-the-art models for various events. Specifically, our algo-
rithm achieves the best performance among 8 of 10 events
in terms of Pmiss and AP, except events MaS and RaA.

We observe from the results that utilizing the related ex-
emplars improperly may degrade the performance. For ex-
ample, SVMPOS gets worse results than SVM with all the
three single features. Similar situation happens for KR:
KRPOS gets worse performance than KR. These results indi-
cate that the related exemplars cannot be regarded as posi-
tive directly. The relatedness defined in semantic level from
human sense is unnecessarily very close to the positive ex-
emplars. Hence, giving related exemplars with positive la-
bels or high confidence is harmful to the performance. On
the other aspect, we can see that SVMNEG has similar per-
formance to SVM, and KRNEG has similar performance to
KR. This may be interpreted as enlarging the space of neg-
ative exemplars does not make too many differences to the
performance.

In our model, the ordinal labels give the power of dis-
criminating “low relevance” and “high relevance” to the
event detectors, which makes the model more flexible and
more robust. Our model keeps the maximum margin crite-
rion between the successive ordinal labels and updates the
label candidates by setting different thresholds to the predic-
tive values. In this way, our model has two advantages: the
first advantage is that we can utilize the related exemplars in
a more flexible and more reliable way, and the second one is
that we can boost the performance of the single feature by
utilizing the information from other features. The experi-
mental results demonstrate the effectiveness of utilizing the
related videos in multiple feature scenario.

4.4. Experiment Results on Multiple Features

In the single feature comparison experiments, using re-
lated exemplars as positive or negative does not bring per-
formance improvement for SVM and KR. In this experi-
ment, we only report the combination methods based on the
prediction results without the related exemplars due to the
space limit. We compare to the results from average late fu-
sion of SVM (SVMlate), average late fusion of KR (KRlate),
average early fusion of SVM (SVMearly), LPBoost fusion of
SVM (SVMLP), and LPBoost fusion of KR (KRLP).

Detection performance measured in average Pmiss and
mean Average Precision over 10 events are shown in Table
2, from which we can see that out algorithm achieves the
best performance over other state-of-the-art multiple feature
combination methods. To show the performance compari-
son to the results from recently published paper, we quote
the results of the same settings from [17] directly. Tang et
al. obtain mean AP of 0.2178 among the 10 events, and our
algorithm achieves mean AP of 0.2507. It is noticed that
Tang et al. combine 13 types of image features and 2 types
of video features in MED dataset, so the number of features
is several times of ours.

Figure 5 illustrates the detailed performance comparison
for each event individually. We can see that our model ob-
tains the best performance for various events. We achieve
the smallest Pmiss for 7 out of 10 events, and the highest
AP for 7 out of 10 events.

5. Conclusion
In this paper, we have focused on a challenging problem

of utilizing related exemplars in the multiple feature sce-
nario. We treat the relevance levels as ordinal labels and
use the maximum margin criterion to discriminate the re-
lated videos between with low relevance and with high rel-
evance. We formulate the problem as a label candidate se-
lecting problem, which generates many label candidates and
then selects the most appropriate ones in the learning pro-
cess. The label candidates are adopted from the predictions
of multiple features, merging newly generated candidates
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Table 1. Detection performance comparison on single feature, Mean AP over total 10 events is reported.
Feature Our algorithm SVM SVMPOS SVMNEG KR KRPOS KRNEG

Dense Trajectories 0.2213 0.1957 0.1916 0.1944 0.1967 0.1912 0.1961
MoSIFT 0.1311 0.1229 0.1182 0.1236 0.1224 0.1182 0.1234
CSIFT 0.1625 0.1425 0.1387 0.1452 0.1417 0.1377 0.1435
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Figure 4. Performance comparison of different algorithms on the single feature Dense Trajectories. Full event names of the 10 events can
be referred in Section 4.1. LOWER Pmiss values indicate BETTER performance. HIGHER AP values indicate BETTER performance.

in the iterations and setting different thresholds in the label
prediction. Our proposed framework embeds the relevance
levels learning problem into the multiple feature condition,
which effectively utilizes the information contained in the
related exemplars. Extensive experiments on TRECVID
MED 11 dataset show the effectiveness of our framework,
in which our proposed method outperforms other state-of-
the-art methods significantly.
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