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Abstract

The “interpretation through synthesis”, i.e. Active Ap-
pearance Models (AAMs) method, has received consider-
able attention over the past decades. It aims at “explain-
ing” face images by synthesizing them via a parameter-
ized model of appearance. It is quite challenging due to
appearance variations of human face images, e.g. facial
poses, occlusions, lighting, low resolution, etc. Since these
variations are mostly non-linear, it is impossible to repre-
sent them in a linear model, such as Principal Component
Analysis (PCA). This paper presents a novel Deep Appear-
ance Models (DAMs) approach, an efficient replacement
for AAMs, to accurately capture both shape and texture of
face images under large variations. In this approach, three
crucial components represented in hierarchical layers are
modeled using the Deep Boltzmann Machines (DBM) to ro-
bustly capture the variations of facial shapes and appear-
ances. DAMs are therefore superior to AAMs in inferring a
representation for new face images under various challeng-
ing conditions. In addition, DAMs have ability to generate
a compact set of parameters in higher level representation
that can be used for classification, e.g. face recognition and
facial age estimation. The proposed approach is evaluated
in facial image reconstruction, facial super-resolution on
two databases, i.e. LFPW and Helen. It is also evaluated
on FG-NET database for the problem of age estimation.

1. Introduction
The “interpretation through synthesis” approach has be-

come one of the most successful and popular face modeling
approaches over the last two decades. Given a new face im-
age, the purpose is to “describe” that image by generating a
new synthesized image that is similar to it as much as pos-
sible. This aim can be achieved by an optimization process
on the appearance parameters of the model based apriori on
constrained solutions. Therefore, a subspace model to be
suitable and practical must also provide a basis for a broad
range of variations that are usually unseen.

Figure 1. A comparison of facial interpretation in real world im-
ages between our DAMs approach and the AAMs. The first row:
original images; The second row: shape free images; The third
row: facial interpretation using PCA-based AAMs; The fourth
row: facial interpretation using our proposed DAMs approach.

Active Appearance Models (AAMs), one of the most
successful face interpretation methods, were first intro-
duced by Cootes et al. in 1998 [4]. Since then, there
have been numerous improvements and adaptations based
on the original approach [2, 5, 11, 15]. However, Gross
et al. [8] showed that AAMs perform well in person-
specific cases rather than generic ones. In these AAMs
approaches, the capability of facial generalization and re-
construction are highly dependent on the characteristics of
training databases. This is because at the heart of AAMs,
Principal Component Analysis (PCA) is used to provide a
subspace to model variations in training data. The limita-
tion of PCA to generalize to illumination and poses, partic-
ularly for faces, is very well known. This is the reason why
AAMs have difficulties in generalizing to new faces under
these challenging conditions. On the other hand, the varia-
tions in data are not only large but also non-linear. For ex-
ample, the variations in different facial expressions or poses
are non-linear. It apparently violates the linear assumptions
of PCA-based models. Thus, single PCA model is unable
to interpret the facial variations well.

Recently, Deep Boltzmann Machines (DBM) [19] have
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gained significant attention as one of the emerging research
topics in both the higher-level representation of data and the
distribution of observations. In DBM, non-linear latent vari-
ables are organized in multiple connected layers in a way
that variables in one layer can simultaneously contribute to
the probabilities or states of variables in the next layers.
Each layer learns a different factor to represent the varia-
tions in a given data. Thanks to the nonlinear structure of
DBM and the strength of latent variables organized in hid-
den layers, it efficiently captures variations and structures
in complex data that could be higher than second order.

Moreover, DBM is shown to be more robust with am-
biguous input data [19]. There are some recent works using
DBM as shape prior model [6, 22, 26]. Far apart from these
methods, the higher-level relationships of both shape and
texture are exploited in our proposed DAMs so that the re-
construction of one can benefit from the information on the
other. This paper proposes a novel Deep Appearance Mod-
els (DAMs1) approach to find a set of parameters in both
shape and texture to characterize the identity, facial poses,
facial expressions, lighting conditions of a given face. In
addition, our proposed approach also has ability to gen-
erate a compact set of parameters in a robust model that
can later be used for classification. Specifically, the DBMs-
based shape and texture models are first independently con-
structed. Then the interactions between these shapes and
textures are further modeled using a deeper hidden layer.
By this way, after fitting the model to new images, these in-
teractions can be used as a compact set of parameters that
represent both shape and appearance of faces for further dis-
criminative problems.

2. Related Work
This section reviews previous AAMs-based approaches

for face modeling and model fitting. In the steps of the ap-
pearance modeling, let I ⊂ R2 be the image domain and
D ⊂ R2 be the texture domain. A shape s = (r1D, ..., r

n
D)

and texture g in AAMs are represented in two linear PCA
models as follows:

s(bs) = s0 + Psbs

g(rD; bg) = g0(rD) + Pg(rD)bg
(1)

where {s0,Ps} and {g0,Pg} are learned from a given
training set. In order to fit this model to a new testing im-
age, a warping operator W (rD; s) and a similarity transfor-
mation N(rI ;q) defined in Eqn. (2) will be employed on
that testing image.

W (rD; s) = rI

N(rI ;q) =

(
1 + ρ1 −ρ2
ρ2 1 + ρ1

)
rI + τ

(2)

1Noted that the term DAM is also used for ”Direct Appearance Models”
in [9].

where q = {ρ, τ} composes of the global rotation ρ and
the translation τ . The parameters of shapes and textures are
optimized so that the sum of squared errors between that
testing image and the model texture instance are minimized:

[b∗s, b
∗
g] = arg min

bs,bg
‖[I ◦N ◦W ](bs;q)− g(bg)‖2D (3)

where [I ◦N ◦W ](rD, bs;q) = I(N(W (rD; bs);q)) is the
normalized shape-free image warped from the input image
I using W and N operators defined in Eqn. (2).

However, Maaten et al. [24] showed that simply using
single low-rank Gaussian function we are unable to cap-
ture the texture distributions of facial images in real world
containing numerous factors, e.g. facial expressions, facial
poses, lighting conditions, etc. Therefore, they presented a
mixture of K probabilistic PCA to model the texture vari-
ations and employed the Expectation-Maximization (EM)
algorithm to train the appearance model. Joan et al. [11]
also used the probabilistic PCA to model the appearance.
In the fitting steps, a test image is linearized and projected
to a latent texture space before the shape parameters are op-
timized using the gradient descent algorithm. Their method
is prominent to detect the facial features. However, the as-
sumption of multivariate Gaussian distribution is a prereq-
uisite condition in these methods.

Fitting steps in AAMs are an iterative optimization pro-
cess. It measures the cost between a new testing image and a
model texture in the coordinate of a reference frame. Gener-
ally, previous fitting techniques can be divided into two cat-
egories, i.e. discriminative and generative approaches. In
the first category, the optimizing process is updated using a
trained parameter-updating model. There are several ways
to train a model in this approach, e.g. perturbing the param-
eters and recording the residuals [4], directly using texture
information to predict the shape [9], linear regression tech-
nique [5] and non-linear regression method [20], etc. These
techniques usually require low computational costs. How-
ever, since the mapping function is fixed and independent
of current model parameters, their performance in term of
fitting quality is still limited.

In the second category, the fitting steps are formulated
as an image alignment problem and iteratively solved using
the Gaussian-Newton optimization. Matthews et al. [15]
presented a project out inverse algorithm to work on the or-
thogonal complement of the texture subspace. Although the
algorithm runs very fast since most of the terms can be pre-
computed, it can not perform well in generic AAMs when
testing faces are from untrained subjects. Other methods
find the shape and texture increments either simultaneously
[8] or alternatively [17]. Amberg et al. [2] presented the
compositional framework. Recently, Tzimiropoulos et al.
[23] presented a fitting algorithm that works effectively in
both forward and inverse cases. However, their method is
also limited due to the assumption of the PCA-based model.



Figure 2. Deep Appearance Models that consists of shape model
(left), texture model (right) and the joint representation of shape
and texture.

3. Deep Appearance Models (DAMs)
There are three main steps to construct the DAMs as pre-

sented in Figure 2. Firstly, two appropriate prior models are
separately formulated for shapes and textures. Then, the
interactions between these two models will be interpreted
in an efficient way. Finally, a fitting algorithm will be pre-
sented in order to synthesize any given new face image.

Facial shape structures and texture variations in DAMs
are mathematically modeled using the Deep Boltzmann
Machines. DBM is capable to model high-order correla-
tions among input data. Its undirected connections pro-
vide both bottom-up and top-down passes to efficiently send
updates between the texture model and the shape model.
These modeling shape and texture parameters are then em-
bedded in a higher-level layer that can be learned by clamp-
ing both shapes and textures as observations for the models.

3.1. Shape Modeling

In practical applications, facial shapes usually vary dras-
tically due to many factors, e.g. facial expressions, facial
poses, etc., as shown in Figure 1. In this approach, the coor-
dinates of landmark points are considered as observations.
Then a two-layer DBM is used to learn their distributions in
order to generalize all possible patterns of facial shapes.

Let s = [x1, y1, ..., xn, yn]T be a shape with n land-
mark points {xi, yi}, xi ∈ R, yi ∈ R; h

(1)
s ,h

(2)
s be the

binary hidden variables of the first and second layers re-
spectively; θs = {W(1)

s ,W
(2)
s } be the model parameters.

Since {xi, yi} are the coordinates of the ith-landmark point,
the interactions between visible and hidden units h(1)

s in the
first layer are formulated using Gaussian Restricted Boltz-
mann Machines. Then, in the second and subsequent layers,

binary-binary RBMs will be efficiently employed.
Given a shape s, the energy of the state {s,h(1)

s ,h
(2)
s } in

facial shape modeling is formulated as follows:

E(s,h(1)
s ,h(2)

s ; θs) =
∑
i

(si − bi)2

2σ2
i

−
∑
i,j

si
σi
W

(1)
sij h

(1)
sj

−
∑
j,l

h
(1)
sj W

(2)
sjl h

(2)
sl

(4)

In Eqn. (4), the bias terms of hidden units in these two lay-
ers are ignored to simplify the equation. Its corresponding
probability is then computed as follows:

P (s; θs) =
∑

h
(1)
s ,h

(2)
s

P (s,h(1)
s ,h(2)

s ; θs)

=
1

Z(θs)

∑
h
(1)
s ,h

(2)
s

exp−E(s,h
(1)
s ,h

(2)
s ;θs)

(5)

where Z(θs) is the partition function.

3.2. Texture Modeling

Far apart from the shape modeling, the process of tex-
ture modeling is more complicated due to numerous fac-
tors, such as: lighting conditions, facial occlusions, facial
expressions, image resolutions, etc. These factors can sig-
nificantly change pixel values presented in these textures. In
addition, compared to facial shapes, facial textures consist
of much higher non-linear variations. Therefore, the texture
model approach has to be sophisticated enough to represent
these variations.

Given a new image in the image domain I, its corre-
sponding shape-free image will be computed by warping
it based on a reference candidate in the texture domain D.
This step aims at modeling facial textures without further
using shape factors. Then a two-layer DBM is employed
to model these shape-free images. Since the observations
in the texture domain D are real values, the Gaussian Re-
stricted Boltzmann Machines are used in the bottom layer.
The interactions between hidden units in higher layers are
formulated by a binary RBM.

Similar to the shape modeling in Eqn. (4), given a shape-
free image g, the energy of the state {g,h(1)

g ,h
(2)
g } in facial

texture modeling is formulated as follows:

E(g,h(1)
g ,h(2)

g ; θg) =
∑
i

(gi − bi)2

2σ2
i

−
∑
i,j

gi
σi
W

(1)
gij h

(1)
gj

−
∑
j,l

h
(1)
gj W

(2)
gjlh

(2)
gl

(6)

and its probability is then computed as follows:

P (g; θg) =
∑

h
(1)
g ,h

(2)
g

P (g,h(1)
g ,h(2)

g ; θg)

=
1

Z(θg)

∑
h
(1)
g ,h

(2)
g

exp−E(g,h
(1)
g ,h

(2)
g ;θg)

(7)



3.3. Appearance Modeling

A straightforward way to extract model parameters for
both shape and texture is to do a weighted concatenation
and apply a dimensional reduction method such as PCA.
However, this is not an optimal solution since these param-
eters are presented in different domains, i.e. shape parame-
ters bs determine the coordinates of landmark points while
texture parameters bg present facial appearance in the tex-
ture domainD. Therefore, the gaps between them still exist
in the final model parameters although weight values are
employed to balance the combined features.

Meanwhile, our Deep Appearance Models also aim to
produce a robust facial shape and texture representation. It,
however, can be considered as the problem of data learn-
ing from multiple sources. In this problem, the information
learned from multiple input channels can complement each
other and boost the overall performance of the whole model.
Particularly, captions and tags can be used to improve the
classification accuracy [10, 16, 21].

In order to generate a robust feature in DAMs, one
should notice that the hidden units are powerful in term of
increasing the flexibility of deep model. Beside the abil-
ity of capturing different factors from the observations, the
higher layer these hidden units are in, the more independent
of the specific correlations of an input source [21]. There-
fore, we can use them as a source-free representation. From
that reason, we construct one more high-level layer to in-
terpret the connections between face shape and its texture.
Since h(2)

s and h
(2)
g are independent of the spaces where the

coordinates and appearance are in, the new layer can encode
the shape and texture information more effectively.

Let h(3) be the connection layer and θ = {θs, θg} be the
model parameters, the joint distribution over the multimodal
input can be written as follows:

P (s,g; θ) =
∑

h
(2)
s ,h

(2)
g ,h(3)

P (h(2)
s ,h(2)

g ,h(3))

∑
h
(1)
s

P (s,h(1)
s ,h(2)

s )


∑

h
(1)
g

P (g,h(1)
g ,h(2)

g )

 (8)

Model Learning: The parameters in the model are opti-
mized in order to maximize the log likelihood

θ∗ = arg max
θ

logP (s,g; θ) (9)

Then the optimal parameter values can be obtained in a gra-
dient descent fashion given by

∂

∂θ
E [logP (s,g; θ)] = Edata

[
∂E

∂θ

]
− Emodel

[
∂E

∂θ

]
(10)

where Edata [·] and Emodel [·] are the expectations with re-
spect to data distribution and distribution estimated by Deep

Appearance Models. The former term can be approximated
by mean-field inference while the latter term can be esti-
mated using Markov chain Monte Carlo based stochastic
approximation.

3.4. Properties of Deep Appearance Models

Deep Appearance Models provide the capability of gen-
erating facial shapes using texture information and vice
versa. For example, one can predict a facial shape from the
appearance using DAMs as follows: (1) clamping the tex-
ture information g as observations for the texture model and
initializing hidden units with random states; (2) performing
standard Gibbs sampling as a posterior inference step; and
(3) obtaining the reconstructed shape from P (s|g; θ). To
generate the appearance from a given shape, one can apply
the same way with reversed pathways after clamping the
shape information to the shape model.

In addition, it is more natural to interpret both shapes
and textures using higher hidden layers. In order to obtain
this representation, one can clamp both observed shape s
and texture g together before applying the Gibbs sampling
procedure to estimate P (h(3)|s,g; θ). Eventually, probabil-
ities of these hidden layers can be used as features. Notice
that, beside the advantage of better features for discrimi-
native tasks, one can easily see that even when one of two
inputs is missing (i.e. shape), P (h(3)|g; θ) is still able to
approximate. Hence, DAMs can be considered as a more
generative model compared to other appearance models.

The proposed method can also deal with facial recon-
struction in various challenging conditions, such as: facial
occlusions, facial expressions, facial off-angles, etc. These
advantages of this method will be shown in Section 5.

4. Fitting in Deep Appearance Models
Given a testing face I , the fitting process in DAMs can

be formulated as finding an optimal shape s that maximizes
the probability of the shape-free image as in Eqn. (11).

s∗ = arg max
s
P (I(W (rD, s))|s; θ) (11)

Since the connections between textures and hidden units
h
(1)
g are modeled by a Gaussian Restricted Boltzmann Ma-

chines, the probability of texture g given hidden units h(1)
g

is computed as follows:

P (g|h(1)
g ; s, θ) = N (σW(1)

g h(1)
g + c, σ2A) (12)

where A is the identity matrix and σ is the standard-
deviation of visible units in the texture model; W

(1)
g are

learned weights of the visible-hidden texture and c is a bias
of this hidden layer h(1)

g .
During the fitting steps, the states of hidden units h

(1)
g

are estimated by clamping both the current shape s and the



Figure 3. Facial image super-resolution reconstruction at different scales of down-sampling. The 1st row: original image, the 2nd row to
the 5th row: down-scaled images with factors of 4, 6, 8, 12 (left) and reconstructed facial images using DAMs (right).

texture g to the model. The Gibbs sampling method is then
applied to find the optimal estimated texture of the testing
face given a current shape s. By this way, the hidden units
in DAMs can take into account both shape and texture in-
formation in order to reconstruct a better texture for further
refinement.

Let m = σW
(1)
g h

(1)
g + c be the mean of the Gaussian

distribution, we have the following approximation:

P (I(W (rD, s))|h(1)
g ; θ) = N (m, σ2A) (13)

The maximum likelihood can be then estimated as follows:

s∗ = arg max
s

(P (I(W (rD, s))|s; θ))

= arg max
s
N (I(W (rD, s))|m, σ2A))

= arg min
s

1

σ2

∑
(I(W (rD, s))−m)2

(14)

Then the forward compositional algorithm can be use to
solve the problem (14) by finding the updating parameter
∆s that increases the likelihood:

∆s = arg min
∆s
‖I(W (W (rD,∆s), s))−m‖2 (15)

The linearization is taken place of the test image coordinate
using first order Taylor expansion I(W (W (rD,∆s), s)) =
I(W (rD, s)) + JI∆s and the update parameter is given as:

∆s = −(JTI JI)
−1JTI [I(W (rD, s))−m)] (16)

where JI = ∇I ∂W∂s is the Jacobian.

5. Experimental Results
In this section, we evaluate our proposed Deep Appear-

ance Models in both facial representation and reconstruc-
tion in four applications, i.e. face super-resolution; face
off-angle reconstruction; occlusion removal and facial age
estimation.

5.1. Databases

We aim to build a model that can represent face texture
in-the-wild. Therefore, in the first three applications, we
evaluate DAMs on two face databases in-the-wild, i.e. La-
beled Face Parts in the Wild (LFPW) [3] and Helen [12].
These databases contain unconstrained facial images col-
lected from various multimedia resources. These facial im-
ages have considerable resolutions and contain numerous
variations such as poses, occlusions and expressions. For
the age estimation application, FG-NET face aging database
[1] is used to evaluate the method.

The LFPW database contains 1400 images in total with
1100 training and 300 testing images. However, a part of it
is no longer accessible. Therefore, in our experiments, we
only use 811 training and 224 testing images, the available
remaining. Each facial image is annotated with 68 landmark
points provided by 300-W competition [18].

The Helen database provides a high-resolution dataset
with 2000 images used for training and 330 images for test-
ing. The variations consist of pose changing from −30◦ to
30◦; several types of expression such as neutral, surprise,
smile, scream; and occlusions. Similar to LFPW, all faces
in Helen are also annotated with 68 landmark points.

FG-NET is a popular face aging database. There are
1002 face images of 82 subjects with age ranges from 0 to
69 years. The annotations in FG-NET are also 68 landmarks
in same format as LFPW and Helen databases.

5.2. Face Super-resolution Reconstruction

The proposed DAMs method is evaluated in its capabil-
ity to recover high-resolution face images given their very
low-resolution versions. Moreover, since LFPW and He-
len databases also include numerous variations in poses,
expressions and occlusions, the experiment becomes more



challenging. Therefore, our proposed method is very po-
tential in dealing with the problem of super-resolution in
various conditions of facial poses and occlusions.

In order to train the DAMs model, we combined 811
training images from LFPW and 2000 images from Helen
database into one training set. The coordinates of facial
landmarks were normalized to zero mean before setting as
observations to train the shape model. In the texture model-
ing, shape-free images were first extracted by warping faces
into the texture domainD. The size of the shape-free image
was set to 117× 120 pixels based on the mean shape of the
training data. Then texture model was trained to learn the
facial variations represented in these shape-free images.

During the testing phase, since the number of visible
units in the texture model are fixed, the testing low-scale
facial shape-free image was first resized to 117 × 120 us-
ing bicubic interpolation method. Then both the shape and
the shape-free image were clamped to DAMs. After 50
epoches in the alternating Gibbs updates, the face texture
was reconstructed based on the current states of hidden unit
h
(1)
g . Different magnification factors α were used for evalu-

ating the quality of DAMs reconstructions. Testing images
were down-sampled in different magnification levels rang-
ing from 4 to 12. They were then used as the inputs to
the reconstruct module using our approach. Figure 3 shows
the reconstruction results using the DAMs approach. Re-
markable results are achieved using DAMs with very low-
resolution input images, i.e. 10× 10 pixels with the magni-
fication factor α = 12.

Our proposed approach is also compared with two base-
line methods, i.e. bicubic interpolation method and PCA-
based AAMs [23]. Root Mean Square Error (RMSE) is
used as a performance measurement. RMSE is a common
metric that is usually used for evaluating image recovery
task. Although this metric is not always reliable for rating
image quality visually [25], it could provide a qualitative
view for comparing DAMs and other methods.

Although our method gives better reconstruction results
in visualization than the others as shown in Figure 4, the
RMSE results are not much better as shown in Table 1.
This is because RMSE cannot fully evaluate the quality of
reconstructed images in the task of image super-resolution
[27]. Especially, we don’t have the ground-truth for RMSE
evaluation in these databases. For example, in the cases of
occlusions and poses in those databases, although the re-
constructed images obtained using PCA-based AAMs and
bicubic methods are very blurry, their RMSEs are still low.
This is because the reconstructed images still contains oc-
clusion components or pose features which are quite similar
to the original ones.

Figure 8 illustrates further reconstruction results ob-
tained using bicubic method, PCA-based AAMs method
and our DAMs approach. The PCA-based AAMs method

Figure 4. Results of average RMSEs over 4 images: (a) texture
image; (b) Bicubic interpolation (RMSE = 14.95); (c) PCA-based
AAMs reconstruction (RMSE = 15.18); (d) Deep Appearance
Models reconstruction (RMSE = 16.25).

Table 1. The average RMSEs of reconstructed images using dif-
ferent methods against LFPW and Helen databases with α = 16.

Methods LFPW Helen
Bicubic 19.53 22.13

AAMs [23] 19.74 22.3
DAMs (Ours) 19.24 21.24

Figure 5. Facial off-angle reconstruction. The 1st row: original
image, the 2nd row: shape-free image, the 3rd row: PCA-based
AAMs reconstruction [23], the 4th-row: DAMs reconstruction.

is trained using the same dataset as DAMs and the length
of texture parameter vector is 200, the highest level used in
[23]).

5.3. Facial off-angle Reconstruction and Occlusion
Removal

This section illustrates the ability of DAMs to deal with
facial poses and occlusions. Using the same trained model
as in the previous experiment, facial images with different
poses are represented in Figure 5.

Comparing to AAMs, our DAMs achieves better re-
constructions especially in the invisible regions of extreme
poses. These regions in shape-free images are blurry and
noisy due to the non-linear warping operator. Therefore, the
errors are spread out in the reconstructions of PCA-based



Figure 6. Occlusion removal: the 1st row: original image, the 2nd
row: shape-free image, the 3rd row: PCA-based AAMs recon-
struction still remains with occlusion and blurring effects, and the
4th-row: DAMs reconstruction can help to remove the occlusion.

Table 2. The MAEs (years) of different methods against impulsive
noise.

Methods No noise Noise range
25 50 100 150

AAMs [23] 6.14 6.15 6.11 6.13 6.47
DAMs 5.67 5.81 5.56 6.14 6.18

AAMs approaches. Meanwhile, the generative capability
of our proposed DAMs method can solve those challeng-
ing cases. From the results, it is easy to see that the blurry
effects are effectively removed in DAMs reconstructions.
Similarly, DAMs also shows its capability in the problem
of facial occlusion removal. In Figure 6, the occlusions,
e.g. hands, glasses, hair, etc., can be removed successfully
without blurring effects. More interestingly, the occlusions
are removed from faces without loosing facial features. For
example, glasses are totally removed without making beard
blurred as in the PCA-based AAMs reconstruction.

Using occluded faces as references and measuring the
reconstruction quality by RMSE cannot illustrate the mod-
eling capabilities of DAMs. To get a better evaluation
protocol, we select a subset of 174 occluded faces of the
first 29 subjects, i.e. 15 males and 14 females, from AR
database [14]. We employ DAMs to reconstruct these oc-
cluded faces and then use their corresponding neutral faces,
i.e. frontal face without occlusions, as references to com-
pute the RMSE. In this testing set, each subject includes
two faces with scarf and four other faces with both illumi-
nation and scarf. The average RMSE of DAMs is 45.08
while that of PCA-based AAMs is 47.36. The trained mod-
els in DAMs and AAMs use LFPW and Helen databases
presented in Section 5.1. This experiment shows that DAMs
achieve better reconstructions, i.e. closer to the neutral
faces, compared to AAMs.

5.4. Facial Age Estimation

Besides some other previous age estimation approaches
[7, 13], we will employ our proposed DAMs into this prob-

Figure 7. Cumulative scores of using reconstructed images from
original-scaled and down-sampled images with a factor of 8.

Table 3. The MAEs (years) of different methods against low-
resolution testing faces.

Methods Magnification factor α
2 4 6 8

Bicubic 5.96 6.95 7.15 7.21
AAMs [23] 6.13 6.33 6.44 6.69

DAMs 5.91 6.00 6.11 6.21

lem to further demonstrate its robustness and effectiveness.
Evaluations on reconstructed images: Since the tex-

ture is an important factor to predict a person’s age given
his facial image, this experiment will evaluate how good
the reconstructed image is as well as how much aging infor-
mation is retained by the model.

To make this task more challenging, we add noise to the
testing facial image and then predict the age of that person
using “clean” reconstructed face from DAMs. For the eval-
uation system, we re-implemented the age estimation sys-
tem presented in [13] and trained it with 802 images from
FG-NET. The remaining 200 images were used for testing.
To generate noisy testing images, all pixels of facial images
were mixed with uniform noise ranged within [−r, r].

A similar experiment is also set up as follows: given
the low-resolution testing face, the system will predict the
age of that person using his high-resolution reconstructed
face. The Mean Absolute Errors (MAEs) of different meth-
ods against noise and low-resolution testing faces are rep-
resented in Table 2 and Table 3, respectively. The perfor-
mance in terms of Cumulative Scores (CS) is illustrated in
Figure 7. From these results, in both cases, the smallest er-
ror is achieved with DAMs model. Therefore, our proposed
model produces better reconstructed results under the ef-
fects of noise and low-resolution factors.

Evaluation on model features: Beside the ability of
generalizing the faces, DAMs can produce a higher level
representation for both facial shape and texture. Therefore,
instead of using pixel values, we extracted the model param-
eters as described in Section 3.4 and evaluated them with the
age estimation system. For the AAMs features, the number
of features for shape and texture was chosen so that 93% of



Figure 8. Facial image superresolution. The original images (first row) are warped to shape-free images in texture domain (second row);
then they are down-sampled by a factor of 8 from 117×120 to 15×15 (third row) The next three rows are the high-resolution reconstructed
by bicubic method (fourth row), PCA-based AAMs (fifth row) and Deep Appearance Models (sixth row).

Table 4. Comparison of age estimation results on FG-NET
database with four different features.

Inputs MAEs (years)
DAMs-Mod 5.28
AAMs-Mod 5.35
DAMs-Rec 5.67
AAMs-Rec 6.14

variations are retained. Table 4 lists the MAEs of four dif-
ferent inputs: reconstructed image of DAMs (DAMs-Rec)
and AAMs (AAMs-Rec), model parameters extracted from
AAMs (AAMs-Mod) and DAMs (DAMs-Mod). Not sur-
prisingly, our DAMs feature achieves the lowest MAEs as
compared with AAMs features.

6. Computational Costs
The computational costs of DAMs, i.e. training, fitting

and reconstruction stages are discussed in this section. Both
LFPW and Helen databases are combined to use in this eval-
uation. The numbers of training and testing images are
2811 and 554, respectively. The method is implemented
in Matlab environment and runs in a system of Core i7-
2600 @3.4GHz CPU, 8.00 GB RAM. The shape contains
68 landmarks and the appearance is represented in a vec-
tor of 9652 dimensions. Each layer was trained using Con-
trastive Divergence learning in 600 epochs. It is notice that

Table 5. Computational time (hrs - hours, s - seconds) of DAMs
and AAMs in three stages.

Stages DAMs AAMs [23]
Training 12.87 hrs 564.06 s
Fitting (per image) 19.17 s 2.28 s
Reconstruction (per image) 0.53 s 0.023 s

the current version is implemented without using parallel
processing. The computational costs of both DAMs and
AAMs are shown in Table 5.

7. Conclusions

This paper has introduced novel Deep Appearance Mod-
els that have abilities of generalizing and representing faces
in large variations. With the deep structured models for
shapes and textures, the proposed approach was shown to
achieve remarkable improvements in both facial reconstruc-
tion and facial age estimation tasks compared with PCA-
based AAMs model. Moreover, the new model can produce
a more robust face shape and texture representation based
on their high-level relationships. Experimental results in
several applications such as facial super-resolution, face off-
angle reconstruction, occlusion removal and facial age esti-
mation have shown the potential of the model in dealing
with large variations.
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