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1. Image Clustering

Below we show the performance of Metric Imitation

(MI) on the task of Image Clustering, when the GIST

feature [12] and the PHOG feature [1] are used as the

target features (TFs). Source features (SFs), remain the

same as used in the paper; they are SIFT-llc [14], object-

bank(OB) [10], and the CNN feature [2]. The four datasets

Scene-15 [8], CUReT-61 [5], Caltech-101 [6], and Event-

8 [9] are used.

We follow [3, 4, 13] and used Purity (bigger=better) for

evaluation. Table 1 and Table 2 show the results of the GIST

feature and the PHOG feature, when 50% images are used

as training and the rest for testing. It can be observed from

tables that MI yields better results for the task image cluster-

ing (relative to the original TFs), by transferring manifold

from domain of the source features.

2. Category-based Image Retrieval

Below we show the performance of Metric Imitation

(MI) on the task Category-based image retrieval, when the

GIST feature [12] and the PHOG feature [1] are used as

the target features (TFs). Source features (SFs), remain the

same as used in the paper; they are SIFT-llc [14], object-

bank(OB) [10], and the CNN feature [2]. The four datasets

Scene-15 [8], CUReT-61 [5], Caltech-101 [6], and Event-

8 [9] are used. Mean of average precision (MAP) is used

as the evaluation criterion, when recall is set to 0.1 as pre-

cision of top retrieved images is often more important than

recall.

MAP is used as the evaluation criterion. Table 3 and Ta-

ble 4 show the results of GIST PHOG, when 50% images

are used as training and the rest for testing. It can be ob-

served from tables that MI also yields better performance

for the task of category-based image retrieval (relative to

the original TFs), by transferring manifold from the domain

of source features.

3. Instance-based Object Retrieval

Below we show the performance of Metric Imitation

(MI) on the task of instance-based object retrieval, when

the GIST feature [12] and the PHOG feature [1] are used

as the target features (TFs), features in target domain.

Source features (SFs), features in source domain, remain

the same as used in the paper; they are SIFT-llc [14], object-

bank(OB) [10], and the CNN feature [2]. The two popu-

lar datasets INRIA Holidays datase [7] and the UKbench

dataset [11] are used. Mean of average precision (MAP)

is used as the evaluation criterion, when recall is set to 1.

MI is trained on different datasets: trained on Scene-15 for

Holidays as both contains images of scenes, and trained on

Caltech-101 for UKbench as both contain images of objects.

MAP is used as the evaluation criterion. Table 5 and Ta-

ble 6 show the results of the GIST feature and the PHOG

feature. It can be seen from tables that MI yields better

performance for instance-based object retrieval (relative to

the original TFs), by transferring manifold from the domain

of source features, even learned from different datasets and

without using any labels. The improvement for PHOG is

not as significant as what has been shown for LBP and

GIST. This is due to the fact that PHOG is inherently not as

suitable for the task of instance-based object retrieval when

invariance to rotations and views is desired.
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TFs MI SFs MI SFs MI SFs

GIST MI LLE MI Lap SIFT-llc MI LLE MI Lap CNN MI LLE MI Lap OB

Scene-15 0.39 0.40 0.42 0.50 0.45 0.45 0.71 0.42 0.41 0.58

CUReT-61 0.32 0.38 0.37 0.41 0.31 0.34 0.63 0.33 0.32 0.40

Caltech-101 0.31 0.33 0.33 0.51 0.34 0.33 0.68 0.32 0.33 0.49

Event-8 0.34 0.46 0.45 0.55 0.44 0.45 0.78 0.45 0.45 0.44

Table 1. Purity of clustering by Metric Imitation (MI) when GIST is used as the TFs, where 50% of the images are used for training and

the rest for testing, with recall set to 0.1.

TFs MI SFs MI SFs MI SFs

GIST MI LLE MI Lap SIFT-llc MI LLE MI Lap CNN MI LLE MI Lap OB

Scene-15 0.28 0.33 0.33 0.47 0.31 0.33 0.72 0.31 0.33 0.59

CUReT-61 0.21 0.38 0.38 0.40 0.26 0.37 0.61 0.29 0.33 0.41

Caltech-101 0.32 0.33 0.33 0.50 0.33 0.33 0.66 0.32 0.34 0.49

Event-8 0.38 0.45 0.39 0.57 0.39 0.41 0.82 0.39 0.42 0.45

Table 2. Purity of clustering by Metric Imitation (MI) when PHOG is used as the TFs, where 50% of the images are used for training and

the rest for testing, with recall set to 0.1.

TFs MI SFs MI SFs MI SFs

GIST MI LLE MI Lap SIFT-llc MI LLE MI Lap CNN MI LLE MI Lap OB

Scene-15 0.45 0.47 0.47 0.59 0.48 0.48 0.72 0.47 0.47 0.64

CUReT-61 0.72 0.86 0.86 0.90 0.78 0.81 0.95 0.79 0.78 0.90

Caltech-101 0.27 0.34 0.35 0.57 0.33 0.35 0.79 0.33 0.34 0.59

Event-8 0.44 0.53 0.52 0.71 0.51 0.53 0.87 0.52 0.53 0.60

Table 3. MAP of category-based image retrieval by Metric Imitation (MI) when GIST is used as the TFs, where 50% of the images are

used for training and the rest for testing, with recall set to 0.1.

TFs MI SFs MI SFs MI SFs

PHOG MI LLE MI Lap SIFT-llc MI LLE MI Lap CNN MI LLE MI Lap OB

Scene-15 0.32 0.34 0.35 0.60 0.35 0.36 0.72 0.35 0.36 0.65

CUReT-61 0.66 0.76 0.71 0.90 0.71 0.72 0.95 0.67 0.67 0.90

Caltech-101 0.32 0.35 0.34 0.58 0.34 0.35 0.79 0.35 0.35 0.60

Event-8 0.45 0.45 0.46 0.71 0.44 0.45 0.88 0.43 0.43 0.61

Table 4. MAP of category-based image retrieval by Metric Imitation (MI) when PHOG is used as the TFs, where 50% of the images are

used for training and the rest for testing, with recall set to 0.1.

TFs MI SFs MI SFs MI SFs

LBP MI LLE MI Lap SIFT-llc MI LLE MI Lap CNN MI LLE MI Lap OB

Holiday 0.30 0.37 0.36 0.67 0.36 0.38 0.74 0.36 0.35 0.51

Ukbench 0.19 0.22 0.22 0.61 0.22 0.23 0.84 0.36 0.38 0.58

Table 5. MAP of instance-based object retrieval by Metric Imitation (MI) on the Holidays and UKbench datasets when GIST is used as the

TFs, when the recall is set to 1.

TFs MI SFs MI SFs MI SFs

LBP MI LLE MI Lap SIFT-llc MI LLE MI Lap CNN MI LLE MI Lap OB

Holiday 0.34 0.37 0.37 0.68 0.38 0.38 0.73 0.34 0.34 0.48

Ukbench 0.18 0.22 0.20 0.61 0.23 0.21 0.83 0.22 0.22 0.58

Table 6. MAP of instance-based object retrieval by Metric Imitation (MI) on the Holidays and UKbench datasets when PHOG is used as

the TFs, when the recall is set to 1.
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