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1. Proof of Proposition 3.1

In this section we prove Proposition 3.1 in the main paper. We start by presenting some preliminaries that are necessary

for the proof. We refer the reader to [3] for more details.

Definition 1.1. [3] A matrix A is totally unimodular (TU), iff the determinants of all square submatrices of A are either −1,

0, or 1.

Theorem 1.2. [3] A (0,+1,−1) matrix A is totally unimodular if both of the following conditions are satisfied:

• Each column contains at most two nonzero elements

• The rows of A can be partitioned into two sets A1 and A2 such that two nonzero entries in a column are in the same

set of rows if they have different signs and in different sets of rows if they have the same sign.

Corollary 1.3. [3] A (0,+1,−1) matrix A is totally unimodular if it contains no more than one +1 and no more than one

−1 in each column.

Theorem 1.4. [4, 1, 2] If A is totally unimodular and b is integral, then solving linear programs of form {min cTx | Ax =
b,x ≥ 0} have integral optima, for any c.

The main idea of our proof is to show that the matrix describing our linear constraints is totally unimodular. Employing

Theorem 1.4 we then know that the LP relaxation gives integral optima since the right hand side is integral in our optimization

problem (Eq. (8) in the main paper). Given that our inference problem is fully decomposable with respect to images, we first

decompose it into small LPs, one for each image. More formally, for each image i, we have,

max
Hi

tr
(

(XiW )THi
)

s.t. Hi1C = 1ni

B′THi ≥ z′
i

0 ≤ Hi ≤ Bizi,

(1)

where ni is the number of super-pixels in image i and Hi is a binary label matrix for ni super-pixels in image i. B′THi ≥ z′
i

are the constraints from both the bounding boxes as well as tags. Note that for the semi-supervised case we remove the

labeled super-pixels in the above LP. Additionally, the corresponding row c in B′THi ≥ z′
i

is already satisfied (one instance

is labeled) for class c by default, hence it is no longer required to be considered.

Given 0 ≤ Hi ≤ Bizi, those not-tagged classes will be filtered out in the final solution, i.e., Hi
pc = 0 if zic = 0. We

remove these classes and obtain the following LP:

max
Hi

tr
(

(XiWC′)THi
C′

)

s.t. Hi
C′1C′ = 1ni

1T
niH

i
C′ ≥ 1C′

Hi
C′ ≥ 0,

(2)
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where C ′ is the number of potential classes for the super-pixels in image i.

Next, let us rephrase our LP into the canonical form. We vectorize Hi
C′ by stacking each row into x ∈ {0, 1}n

iC′
×1:

x = [h1;h2; · · · ;hni ] to obtain

max
x

cTx

s.t. A1x = 1ni

A2x ≥ 1C′

x ≥ 0,

(3)

with

A1 = IC′ ⊗ 1T
ni =









1 · · · 1 0 0 0 · · · 0 0 0
0 · · · 0 1 · · · 1 0 0 · · · 0

· · ·
0 0 0 · · · 0 0 0 1 · · · 1









,

A2 = 1C′ ⊗ Ini =









1 0 · · · 0 1 0 · · · 0
0 1 · · · 0 0 1 · · · 0 · · ·
0 0 · · · 0 0 0 · · · 0
0 · · · 0 1 0 · · · 0 1









.

Following Corollary 1.3, A1, A2 are both total unimodular. Next we introduce slack variables y to rephrase our LP (3)

into the following form,

min
x

cTx

s.t. A1x = 1ni

A2x− y = 1C′

x,y ≥ 0.

(4)

Consequently the coefficient matrix reads as

A =

[

A1 0
A2 −I

]

. (5)

It is obvious that A has at most two non-zero entries in every column. Further, if we partition matrix A into
[

A1 0
]

and
[

A2 −I
]

, two nonzero entries are in different sets of rows if they have the same sign. Hence, A is total unimodular by

Theorem 1.2. Finally, employing Theorem 1.4, the LP relaxation gives integral optima. This concludes our proof.

2. More Results

In the following, we present more results from Ours (ILT+transductive) setting. Figs 1,2,3,4 and 5 (page 3 to page 7)

present good cases, which cover scene types of forest, coast, opencountry, mountain, tallbuilding and highway. Note that the

third and sixth columns show our segmentation results. Figure 6 (page 7) shows failure cases for scene types of street and

inside-city. These cases are mainly due to under segmentation and cluttered textures.



Original Image Ground Truth Ours Original Image Ground Truth Ours
Figure 1. Sample results from “Ours(ILT+transductive)”. Note gray regions in the second and fifth column are not labeled in ground truth.

Best viewed in color.



Original Image Ground Truth Ours Original Image Ground Truth Ours
Figure 2. Sample results from “Ours(ILT+transductive)”. Note gray regions in the second and fifth column are not labeled in ground truth.

Best viewed in color.



Original Image Ground Truth Ours Original Image Ground Truth Ours
Figure 3. Sample results from “Ours(ILT+transductive)”. Note gray regions in the second and fifth column are not labeled in ground truth.

Best viewed in color.



Original Image Ground Truth Ours Original Image Ground Truth Ours
Figure 4. Sample results from “Ours(ILT+transductive)”. Note gray regions in the second and fifth column are not labeled in ground truth.

Best viewed in color.



Original Image Ground Truth Ours Original Image Ground Truth Ours
Figure 5. Sample results from “Ours(ILT+transductive)”. Note gray regions in the second and fifth column are not labeled in ground truth.

Best viewed in color.

Original Image Ground Truth Ours Original Image Ground Truth Ours

Figure 6. Failure cases. Best viewed in color.
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