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Abstract

In this paper, we present a novel Deep Decision Network (DDN) that provides an alternative approach towards building an efficient deep learning network. During the learning phase, starting from the root network node, DDN automatically builds a network that splits the data into disjoint clusters of classes which would be handled by the subsequent expert networks. This results in a tree-like structured network driven by the data. The proposed method provides an insight into the data by identifying the group of classes that are hard to classify and require more attention when compared to others. DDN also has the ability to make early decisions thus making it suitable for time-sensitive applications. We validate DDN on two publicly available benchmark datasets: CIFAR-10 and CIFAR-100 and it yields state-of-the-art classification performance on both the datasets. The proposed algorithm has no limitations to be applied to any generic classification problems.

1. Introduction

Convolutional Neural Network (CNN) based methods have consistently been the top performers on large scale image classification benchmarks such as ImageNet Large-Scale Visual Recognition challenge (ILSVRC 2012, 2013 and 2014) [12][24][29]. This success of CNNs is partly due to the availability of large datasets and high-performance computing systems and partly due to the recent technical advances on learning methods and regularization techniques like dropout [27], dropconnect [31], maxout [5] and batch normalization [8]. However there are still no well established guidelines to train a performant deep network, and thus, training a deep network often involves thorough experimentation and statistical analysis. Although going deeper in the neural network design has shown to be effective [24][29]. It also increases the training duration as well as the risk of over-fitting.

We propose a novel computational framework called Deep Decision Network (DDN) to design an efficient deep network architecture without over-fitting the training process. In contrast to existing deep learning based approaches, DDN is built stage-wise during the learning phase. At each stage, the network introduces decision stumps to classify confident samples and partition the remaining data, which is difficult to classify, into smaller data clusters which are used for learning successive expert networks in the next stage. Note that data clusters at each stage are such that the samples within a cluster are difficult to distinguish using the trained classifier at that stage but the samples across clusters are easily distinguishable. This is achieved by fine tuning the trained classifier using a combination of softmax and weighted contrastive loss. While the clustering is motivated by the divide-and-conquer principle, it has the added benefit to automatically discovering a data hierarchy based on appearance similarity. Notice that the DDN implicitly captures the intuition that hard samples require more computation.

Our contributions are as follows: (a) proposed stage-wise training strategy for the DDN helps alleviate problems encountered by gradient based methods on deeper architectures, (b) joint-loss (weighted contrastive and classification) optimization of the network to minimize errors during data partitioning, (c) data-driven design of DDN offers an insight into underlying structure in the data, (b) proposed network architecture can make early decisions thereby reducing computational time without compromising on the performance and finally, (e) DDN achieves state-of-the art performance on CIFAR-10 and CIFAR-100 [11] public benchmarks.
2. Related Work

Deep Learning in general has shown to be an effective framework advancing the state-of-the-art performance on various tasks [22] in the field of computer vision [16, 24, 30, 18, 23, 4]. In particular, CNN based models has been the top performers in computer vision related tasks till date but recent work on Recurrent Neural Network [RNN] [19] has shown to be effective as well. Many attempts have been made to come up with an effective CNN network architecture either by going deeper [24, 29] which were the top performers in the 2014 ImageNet challenge or by introducing new components:- **activation units** like (a) rectified linear unit (ReLU) [12] helped in accelerating the learning and have a great influence on the performance of large models trained on large datasets, (b) Parametric rectified linear units (PReLU) [6] which replaces the parameter-free ReLU activation by a learned parametric activation unit to further improve the classification performance; **regularizers** like (a) dropout [27] randomly sets some activation units to zero in a given layer and provides the effect of model averaging, (b) dropconnect [31] instead of activation units the weights set to zero, (c) maxout [5] outputs the max of a set of inputs and this can be used as an alternative to dropout; **normalization** such as batch normalization [8] that normalizes the layer inputs providing an accelerated learning and improved performance. In this work, we propose an alternative generic deep learning framework which helps in improving the classification performance by leveraging any of the existing networks (with mixture of new components) as the starting root node in our proposed tree structured deep decision network.

This work is inspired by decision trees [20] and the idea of sample partitioning [2], which are both classical approaches in machine learning. Many variants of boosting trees have been explored and shown to be successful for most of the vision tasks [21]. There has been few related papers that are tree-like structured CNNs, starting with [28] aimed towards improving the classification performance of classes with limited training dataset by transferring knowledge among similar classes. A recent paper [7] attempted to build a hierarchical CNN but the main objective was to transfer knowledge from a large network to a small network to achieve scalability but without compromising on the performance. In our proposed work, we aim to provide a generic framework that automatically discovers data-hierarchy and improve the performance by separating out the easily separable data from the hard ones. The hard confusion cases will be routed deep down the tree to be handled by the expert network nodes.

Recent work [32] which is similar in spirit to our work, with a few but important differences. Firstly, by design it was only two levels but our proposed method can be
3. Deep Decision Network Framework

This section describes the Deep Decision Network and the algorithms involved in learning the deep decision network architecture and its parameters.

3.1. Deep Decision Network

A deep decision network (DDN) is a tree structured deep neural network with decision stumps at each node to classify easily separable data earlier in the network and to determine the subsequent expert node for the difficult cases. An overview of the DDN computational framework is provided in Figure 1.

Given a dataset, root (level 1) network is trained using the back propagation algorithm. Instead of optimizing the network to obtain the best performance, we only need to optimize until a reasonable performance is achieved e.g. 60-70%. Alternatively, a pre-trained network can be used as a root network if it achieves reasonable performance. The confusion matrix, computed over the validation dataset, is then used to identify clusters of object classes, such that each cluster may have large confusion among classes inside the cluster but the confusion across clusters is low. A subsequent expert network is trained for data within each cluster to correctly classify the previously misclassified samples and/or the samples classified with low confidence. This has the effect that as we go deeper we continue to “zoom-in” on resolving the problem cases. This process of building the network is continued until we see no further improvement on the validation data set. During testing, a sample is routed through DDN until its class is determined (via early classification or at the leaf node).

There are a few key differences between the DDN architecture and the traditional deep networks. Firstly, all the layers in the previous levels are frozen while training the newly introduced network layers which forms a new node at the next level. Secondly, each node is built on the parent node’s feature space to specifically handle a subset of classes. Note that each node can be trained starting from any layer of the parent node, and this choice of the layer can be determined using a cross validation data set.

3.2. Discovering data clusters

Here we discuss how the clusters are identified at each node of the Deep Decision Network using the spectral co-clustering algorithm [3]. The spectral co-clustering algorithm approximates the normalized cut of a bi-partite graph (symmetric matrix) to find heavy sub-graphs (sub-matrices) thus resulting in block diagonalization of the matrix. We apply the spectral co-clustering algorithm over the co-variance of the confusion matrix; each block in the resulting block diagonal matrix forms a cluster. Notice that although different clusters would be disjoint (no overlapping classes) and the confusion among the classes within a cluster would be high. Furthermore, if there are any entries (in the confusion matrix) which are not within the diagonal blocks, then the samples contributing to those entries would get misclassified. Thus, to minimize the likelihood of such misclassifications, we fine tune the network parameters using a joint loss, combining softmax and weighted contrastive loss; this is explained in detail in the Section 3.3.

In order to determine the optimal clustering $C^*$, we define a fitness measure $f_m(C)$, for a given clustering $C$ computed using spectral co-clustering, as

$$f_m(C) = \left( \epsilon + \frac{1}{K} \sum_{i=1}^{K} |C_i| \right)$$  \hspace{1cm} (1)

where, $\epsilon$ is the miss-classification error introduced due to the data-split, $C_i$ is $i^{th}$ cluster (set of classes), $|.|$ is the size of a set. The optimal clustering $C^*$ is then given by,

$$C^* = \arg \min_C f_m(C)$$  \hspace{1cm} (2)

3.3. Minimizing errors during splitting

As mentioned earlier, errors due to incorrect assignment of samples to the clusters are irrecoverable. For example,
let’s say if the level 1 root network (trained with softmax-loss) mis-classifies some airplane images with dog and ship classes. Now if airplane and ship classes form a cluster and the airplane image samples that are mis-classified as a dog by the root network, will all be assigned to the incorrect cluster (expert node) which would fail to assign them the correct class (airplane).

To minimize such miss-classification errors, we augment the softmax-loss with an error-driven, weighted contrastive loss function that helps block diagonalize the confusion matrix; this is depicted in the Figure 2. The overall loss function is given by

\[ L = \lambda_2 \times L_m + \lambda_1 \times L_{softmax} \]  

where, \( L_m \) is the weighted contrastive loss function. The weights \( \lambda_1 \) and \( \lambda_2 \) were set to 1.0 based on performance on the validation dataset.

The weighted contrastive loss \( L_m \) can be interpreted as a set of soft constraints which impose a significantly higher penalty for mis-classifying a sample to any class belonging to another cluster as compared to the penalty of mis-classifying to a class that belongs to the same cluster. In other words, minimizing the weighted contrastive loss results in the similarity metric of samples belonging to the same cluster to be small and samples across different clusters to be large. The weighted contrastive loss function is given by

\[ L_m = \sum_{i \neq j} w_{ij} \left( \frac{1 - Y}{2} \times D^2 + \frac{Y}{2} \times \text{max}(0, m - D) \right) \]

where,

\[ w_{ij} = \begin{cases} 0.1 & \text{if } i \subset C_k \text{ and } j \subset C_k \\ 1 & \text{otherwise} \end{cases} \]

where, \( w_{ij} \) is the weight corresponding to class labels \( i \) and \( j \), \( D \) is the \( L_2 \)-norm between a pair of samples, \( Y \) is the label representing whether samples are similar or dissimilar pairs, \( m \) is the margin. \( C_k \) indicates the \( k^{th} \) cluster.

### 3.4. Piece-wise training for DDN

The proposed architecture is trained in a unique fashion. Starting with a root network (trained in the traditional way), we use it’s softmax layer to compute the performance and learn a classification threshold for each class using cross-validation. This threshold is used during testing to make an early decision on samples. We then compute the confusion matrix on the validation dataset and use it to identify the clusters of confusion classes (as explained in Section 3.2). Next, the network is fine-tuned using the weighted contrastive loss (as explained in Section 3.3). The weights for the contrastive loss function are determined based on the confusion matrix. After fine-tuning, the samples are split according to their cluster ID’s.

For each cluster, a node is added to the decision network. A node itself is a shallow network (or expert network) trained to distinguish between a subset of classes belonging to that cluster. For an expert network architecture, we utilize the micro networks of NIN [15]. Note that when we train the new layers, we freeze the previously trained layers by setting their learning rate to zero.

This process of adding node to the decision network is continued recursively until there is no more improvement on the validation dataset and/or the maximum depth of the network is reached.

With this training scheme, DDN is able to make use of the efforts in the early layers for training the subsequent layers, and have the benefit of making an early decision. Furthermore, training expert networks (node) starting from parent feature spaces helps in overcoming the over-fitting problem. In addition, it also helps in avoiding getting stuck in poor solutions during the gradient optimization process, and converges to network parameters that provide better generalization; this is validated in our experiments.

### 3.5. Experimental Validation on MNIST digits

To validate DDN, we carried out a controlled experiment on a subset of MNIST [13] dataset. We chose LeNet as the starting root node at level-1 and for every subsequent level expert nodes, we added a convolution layer and a fully connected layer (going deeper but to handle only a subset of the data which are considered to be the hard ones). From the confusion matrix produced at level-1 we identified digits ’6’ and ’8’ forming a cluster (confusing class set) and
some of these confusions are shown in Figure 3. To address these confusions, we build an expert network node at level-2, which is built upon level-1 feature space. From Figure 3 it is clear that the mistakes are significantly reduced at level-2. Note that, since the resulting network is data-driven, the stopping criterion for network-growth is when the subsequent network fails to discriminate or improve on the validation dataset.

3.6. Classification using DDN

Given an image, we feedforward it through the root node at level-1 of the DDN and obtain the confidence score from the softmax layer. If the score is higher than the threshold value (determined during the training process) then we declare it as the final output. If not, the sample gets routed to the appropriate branch of the network based on its prediction label and the process is repeated either until the prediction score is higher than the confidence value or until it reaches the leaf node to get the final response.

\[
    f(I) = \begin{cases} 
    y & \text{if } (\hat{I}_{s_j=1} = f_{s_j=1}(I)) > T_{s_j=1}\{i\} \\
    y & \text{if } (\hat{I}_{s_j=2} = f_{s_j=2}(I_{s_j=1})) > T_{s_j=2}\{i\} \\
    \vdots \\
    y & \text{if } (\hat{I}_{s_j=n} = f_{s_j=n}(I_{s_j=n-1})) > T_{s_j=n}\{i\}
\end{cases}
\]

where the above mentioned parameters are defined as follows: \(I\): input image, \(y\): predicted label, \(s_j\): different stages of the network and \(j \in 1 \ldots n\), \(n\): number of stages, \(f(\cdot)\): embedding function of the network layer, \(\hat{I}\): output of a previous layer and \(T_{s_j}\{i\}\): threshold of a class label \(i\) at stage \(s_j\).

4. Experimental Results

We report the performance of the proposed method in comparison to other methods on publicly available benchmark datasets - CIFAR-10 and CIFAR-100 [11]. We implemented our method using Caffe [9] and all the experiments were carried out on a single Titan-X GPU. The train-test splits and data pre-processing are as provided in [5].

4.1. Network Details

In this work, we chose NIN as the root node of our DDN for experimenting on both CIFAR-10 and CIFAR-100 datasets. The root node could be any existing network but we chose NIN because it was shown to yield state-of-the-art performance on both the datasets. NIN has also has the nice property of being built with mlpconv (MLP) has a basic building block unit. The original NIN consists of three MLP layers. Each MLP layer is composed of a three-layer perceptron and a pooling layer. DDN consists of NIN as the root node and additional layers (shallow-network/branch nodes) are simply one mlpconv layer of NIN. Additional layers were introduced right after the second mlpconv unit of NIN to make use of the local feature response instead of the third node which seems to capture global class specific features. As in NIN, global average pooling was used instead of fully connected layers at the leaf nodes.

All the network parameter settings, weights initialization and learning policy strictly follow the settings provided by NIN. The only change was during the addition of new layers (shallow-networks), the learning rate was set to 0.01 with a step size of 25K. In the current setup for both the datasets, we had only two levels, with root node NIN at level-1 and multiple MLP units in level-2. Each MLP was specialized to address a particular cluster consisting of the most confusing classes.

4.2. CIFAR-10

Experimental Setup: The CIFAR-10 dataset [11] consists of 10 classes of natural images with a total of 50K training images and a total of 10K testing images. Each image is of size 32x32 and we follow the same pre-processing of global contrast normalization and ZCA whitening as in [5, 15]. For the validation dataset, we used the last 10K samples of the training to determine the confidence level threshold and data splits based on the confusion matrix. After determining the data-splits and the confidence level threshold, we combined the training and validation dataset to re-train the network before splitting.

Quantitative Results: Our proposed method performance in comparison to the existing methods is provided in Table 1. We obtain a test error of 9.68% without any data-augmentation and this sets a new state-of-the-art results on CIFAR-10 dataset. When compared to our strong baseline NIN (same model complexity) we improved the performance by nearly 1%.

Further Analysis: Figure 5(a) provides the confusion matrix of the root node at level-1. Figure 5(c) shows the clusters of confusion classes, obtained by applying a spectral co-clustering algorithm. We observe three clusters - Cluster-1: {0-airplane, 8-ship}, Cluster-2: {1-automobile, 9-truck}, Cluster-3: {2-bird, 3-cat, 4-deer, 5-dog, 6-frog, 7-horse}. This clustering can be interpreted as a data hier-
as described in Section 3.3, we use a joint-loss optimization to fine-tune the network which helps in block diagonalizing the confusion matrix. The impact of using the joint loss can be observed in Figure 4; notice that the use of joint loss brings the samples belonging to the same cluster closer while the samples in different clusters are moved farther apart in the feature space. We try to minimize the joint-loss function without compromising on the classification performance and in fact, this is shown to slightly improve the performance. Figure 5(b) shows the effect of varying the cluster size $K$ on the error rate (due to misclassification); notice the error is least when $K$ is 3. 

### 4.3. CIFAR-100

**Experimental Setup:** The CIFAR-100 dataset [11] consists of 100 classes of natural images, making it more challenging compared to the CIFAR-10 dataset. It consists of 50K training and 10K testing images. The number of training samples per class is only 100 as compared to 1000 in CIFAR-10. The dataset is pre-processed using global contrast normalization and ZCA whitening, as described in [5, 15]. Similar to NIN [15], the last 10K samples of the training set were used as the validation dataset.

**Quantitative Results:** Our proposed method yields a test error of 31.65%, surpassing the current state-of-the-art reported using Deeply Supervised Nets (DSN [14]) by nearly 3%. The performance comparison is shown in Table 2. Note that HD-CNN [32] uses data augmentation and 10 crop testing, so the performance is not directly comparable to other methods, since it is difficult to isolate the impact of the data augmentation from the methodology. However notice that DDN still performs better than HD-CNN even without any data augmentation.

We cannot directly compare with [26] because they have reported numbers only with data augmentation. Since data augmentation process for CIFAR-100 is not standardized, we reported numbers without augmentation to enable a fair comparison with the existing literature and showed a significant performance improvement.

### Table 2. Results on CIFAR-100 Dataset without data augmentation. *-with data augmentation and 10 view testing [12]

<table>
<thead>
<tr>
<th>Method</th>
<th>Test Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learned Pooling[17]</td>
<td>43.71</td>
</tr>
<tr>
<td>stochastic Polling[33]</td>
<td>42.51</td>
</tr>
<tr>
<td>Conv. maxout +Dropout[5]</td>
<td>38.57</td>
</tr>
<tr>
<td>Tree based priors[28]</td>
<td>36.85</td>
</tr>
<tr>
<td>NIN+Dropout[15]</td>
<td>35.68</td>
</tr>
<tr>
<td>DSN[14]</td>
<td>34.57</td>
</tr>
<tr>
<td>NIN+LA units[1]</td>
<td>34.40</td>
</tr>
<tr>
<td>HD-CNN* (best) [32]</td>
<td>32.62</td>
</tr>
<tr>
<td>DDN (ours)</td>
<td>31.65</td>
</tr>
</tbody>
</table>

**Further Analysis:** Figure 6(a) provides the confusion matrix of the root node at level-1 and the resulting clusters obtained after applying spectral co-clustering are shown in Figure 6(c). The effect of varying the cluster size $K$ on the error rate is shown in the Figure 6(b). Notice that even though the error rate is lowest at $K = 3$, the algorithm chose $K = 6$ for optimal clustering based on the overall fitness measure. Out of these six clusters, three of them were composed of a single class for which no expert network is required (since the image class in already determined). The other three clusters have 72, 17 and 8 classes. The expert networks for each of these clusters reduce the classification error by more than 10%.

### 4.4. Detailed analysis of DDN performance

In Table 3, we provide a detailed performance analysis of DDN at each node in the network in comparison to the baseline NIN. We have also reported the results using NIN with joint loss optimization (NIN + JL). Though the main objective of joint-loss optimization was to reduce the confusion cases across the cluster samples, we get some improvement.
over the baseline on both the datasets. This is probably because the joint-loss optimization helped in regularization of the network.

DDN helps in providing some insight into the data as to what are the classes that are hard to distinguish from others. For instance, if we consider CIFAR-10, the root node (NIN) produced three clusters of confusion classes. We can see that cluster-3 performance is low when compared to other clusters. The reason being that cluster-3 had 6 classes: cat, dog, deer, dog, frog and horse, all of them belong to the animal category and it is relatively hard to distinguish among them when compared to the automobile/truck in cluster-2. It is also important to note that the DDN helped to improve the performance in each of the clusters that led to the overall improvement. This also verifies the fact that expert network nodes were in fact helpful as compared to training one large network end-to-end.

For CIFAR-100 dataset, the performance improvement of DDN is significant when compared to our baseline NIN. Part of the reason is that, DDN seem to benefit more from having more number of classes and there remains large room for improvement on this particular dataset. The expert network nodes were introduced only to address the clusters with at least 2 classes and hence clusters with one class wouldn’t get any performance improvement. This indicates that DDN by design would not bring down the performance of any of the existing network used at the root but it only tries to improve the performance by addressing the most confusing cases. Clusters with at least two classes get benefited from the expert network node which results in an overall improved performance.
Table 3. Detailed Quantitative Performance on CIFAR-10 and CIFAR-100 Dataset. NIN+JL: NIN network with joint-loss optimization.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIN</td>
<td>NIN+JL</td>
</tr>
<tr>
<td>Level-0</td>
<td>Error (%)</td>
<td>Error (%)</td>
</tr>
<tr>
<td>Cluster-1</td>
<td>-</td>
<td>7.15</td>
</tr>
<tr>
<td>Cluster-2</td>
<td>-</td>
<td>5.50</td>
</tr>
<tr>
<td>Cluster-3</td>
<td>-</td>
<td>12.43</td>
</tr>
<tr>
<td>Cluster-4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cluster-5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cluster-6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Overall</td>
<td>10.41</td>
<td>9.99</td>
</tr>
</tbody>
</table>

5. Conclusion

We presented a generic framework to build an efficient deep learning network that significantly improves the performance. DDN is a tree-like structured network built with NIN as the root node and all the expert network branch nodes made up of mlpconv layer. DDN significantly improved over the current state-of-the-art results on publicly available datasets: CIFAR-10 and CIFAR-100. In addition, DDN also helped to provide some insight into the data by identifying the most confusing classes and their performances. DDN also benefits from making early decisions in the deep network to meet the real-time performance. The proposed approach can be applied to any classification problem.
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