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1. Alternating Least Squares Optimization
In this supplementary material, we present the details of

the alternating least squares optimization used in the paper.
The objective function can be expressed in matrix form as
follows:

R̂, â =argmin
R,a

{
Nc∑

m=1

3∑
k=1

|pm,k −RTAm,ka|22

+ α‖WBR‖2F + β|WEa|22

}
,

s.t. BR,Ea ≥ 0,

(1)

where W is the second-order difference matrix defined as:

W =


1 −2 1 0 · · · 0 0 0
0 1 −2 1 · · · 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 · · · 1 −2 1

 , (2)

Bv,i = bi(v) with i is from 1 to Nr, Ev,j = aj(v) with j is
from 1 to Na, and v is from 1 to 31. v represents 31 bands
from 400nm to 700nm with the intervals of 10nm.

A least squares solution for this system of bilinear equa-
tions can be found by iteratively solving the two linear sub-
problems [1, 2]. To minimize Eq. (1), we adopt the alternat-
ing least squares method in [1] and alternate between solv-
ing for the illumination a by fixing the surface reflectance
R and then solving for R with fixed a.

• Step 1: Fix R and solve for a.
By fixing R, Equation (1) becomes a linear system
with respect to a with the smoothness term and the
positivity constraint:

â =argmin
a
{|g − Fa|22 + β|WEa|22},

s.t. Ea ≥ 0,
(3)

where g = [pT
1,1,p

T
1,2,p

T
1,3, · · · ,pT

Nc,1
,pT

Nc,2
,

pT
Nc,3

]T and F = [(RTA1,1)
T , (RTA1,2)

T ,

(RTA1,3)
T , · · · , (RTANc,1)

T , (RTANc,2)
T ,

(RTANc,3)
T ]T .

Eq. (3) can be further simplified by concatenating two
problems in Eq. (3). A solution for Eq. (3) can be ob-
tained by solving the following least squares problem
with the positivity constraint:

â = argmin
a
|g̃ − F̃a|22 s.t. Ea ≥ 0, (4)

where g̃ = [gT ,0T ]T with the zero vector 0 and F̃ =
[FT , βWT

a ]
T with Wa = WE.

• Step 2: Fix a and solve for R.
By fixing a, Eq. (1) also becomes a linear system with
respect to R:

R̂ =argmin
R
{‖G−RTT‖2F + α‖WBR‖2F },

s.t. BR ≥ 0,
(5)

where G = [p1,1,p1,2,p1,3, · · · ,pNc,1,pNc,2,
pNc,3] and T = [A1,1a,A1,2a,A1,3a, · · · ,
ANc,1a,ANc,2a,ANc,3a].

Similar to Eq. (4), Eq. (5) also can be simplified. A
solution for Eq. (5) can be obtained by solving the fol-
lowing least squares problem:

R̂ = argmin
R
‖G̃−RT̃‖2F s.t. BR ≥ 0, (6)

where G̃ = [G,O] with zero matrix O and T̃ =
[T, αWr] with Wr = WB.

We found out that the initialization of R does not signif-
icantly affect the results empirically, and we initialize ev-
ery spectral reflectance the same as the first reflectance ba-
sis. Iteratively solving step 1 and 2 (alternating Eq. (4) and
Eq. (6)), we successfully minimize the objective function in
Eq. (1) within 100 iterations. An optimization for 24 sur-
faces of Macbeth color chart less than 10 seconds on our
system with a Intel 3.40 GHz CPU.
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