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Abstract

With the spread of wearable cameras, many consumer

applications ranging from social tagging to video summa-

rization would greatly benefit from people re-identification

methods capable of dealing with the egocentric perspec-

tive. In this regard, first-person camera views present such

a unique setting that traditional re-identification methods

results in poor performance when applied to this scenario.

In this paper, we present a simple but effective solution that

overcomes the limitations of traditional approaches by di-

viding people images into meaningful body parts. Further-

more, by taking into account human gaze information con-

cerning where people look at when trying to recognize a

person, we devise a meaningful way to weight the contribu-

tions of different bodyparts. Experimental results validate

the proposal on a novel egocentric re-identification dataset,

the first of its kind, showing that the performance increases

when compared to current state of the art on egocentric se-

quences is significant.

1. Introduction

Thanks to the widespread of wearable cameras and

recording devices, first-person videos (often referred to as

egocentric, or ego-vision) are becoming more popular, and

the demand for novel algorithms to elaborate such informa-

tion is rapidly increasing. In particular, recent efforts have

been made towards many relevant tasks such as video sum-

marization [14, 21], daily activities recognition [18], social

relationships understanding [5, 1].

The adoption of the unique first person perspective poses

new challenges to the community, conditions such as poor

video quality due to ego-motion, blurriness, severe changes

in lighting conditions and, ultimately, a perspective com-

pletely different from what state of the art computer vision

algorithms have been designed and trained on [2]. That is

Figure 1. From left to right: two images from the Viper [7] and

two from our egocentric dataset

why it is often required to develop new methods that are de-

signed specifically to cope with the aforementioned issues.

Here, we focus on the task of egocentric people re-

identification, i.e. assigning the same label to the same

person across multiple detections in a first-person video.

While this is a fairly well-studied problem in computer vi-

sion [20], to the best of our knowledge there are no avail-

able methods specifically designed to cope with the ego-

vision scenario. In particular, our experiments show that

directly applying a state of the art re-identification method

to an egocentric video yields poor results. This is due to the

fact that common re-identification benchmarks [4, 7] are ac-

quired using environmental cameras (i.e. video-surveillance

settings) and often feature lower-resolution, full-body per-

sons. Figure 1 shows some examples taken from a com-

mon re-identification dataset and from an egocentric sce-

nario. The lack of publicly available egocentric datasets for

re-identification further shows how that this is an understud-

ied field.

While a broad review of recent re-identification methods

is out of the scope of this work, it is useful to introduce some

related work on the task. In particular, color information is

one of the most widely adopted features due to its discrim-

inative power in this context [20]. Being the apparent color
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subject to changes due to variations in lighting conditions,

the method by Varior et al. [19] proposes to encode color

information in a high dimensional space invariant to illumi-

nation, effectively mapping pixels of the same color close-

by. Liao et al. [12] propose to analyze the occurrence of

local features to obtain a representation robust to changes

in lighting and viewpoint. In this work, the authors fuse

color (HSV histograms) and texture (SILTP descriptors) in-

formation and perform metric learning to learn both a suit-

able subspace where to represent the data compactly and

a cross-view distance metric. On a different note the work

by Zhao et al. [22] automatically samples patches across the

body and learns a set of mid-level filters that depend on how

discriminative the patch is.

Inspired by the human cognitive process, Martinel et al.

[15] propose to build a color histogram where each pixel

contributes in a way that depends from its saliency, ide-

ally reducing the information redundancy sampling only

from significant patches. Combining this feature to tex-

ture information and then reducing the resulting descrip-

tor dimensionality via principal component analysis, the

method performs the re-identification of different persons.

While this is a first attempt into bringing the human in

the re-identification loop, it relies on visual saliency which

has been demonstrated by psychological studies to be only

loosely coupled with actual human gaze [8]. Thanks to the

recent advancements in human eye-tracking solutions, we

propose to learn how to weight the different body parts ac-

cording to what humans look at when looking at people.

This is in contrast to adopting bottom-up saliency tech-

niques that are often biased towards certain low-level image

features instead of accounting for the peculiarity of human

gaze.

In this work, we contribute to the research on the first-

person re-identification topic in the following manners:

first, we address the lack of available benchmarks by ac-

quiring and publicly releasing an egocentric dataset featur-

ing several different persons, with videos acquired in dif-

ferent scenarios and under different conditions. Frames

are manually annotated with ground-truth bounding boxes

identifying people locations and with personal labels iden-

tifying different subjects. Second, we design a method that

exploiting current state of the art descriptors accounts for

the unique perspective of first-person camera views. This

is done by extracting biological information from the sub-

jects face (i.e. facial landmarks) and dividing the body

into semantically significant zones (head, torso, legs) ac-

cording to the rations learned from the face. Comparing

each body parts with its counterpart and using different,

specifically learned metrics, we report experimental evi-

dence of our method outperforming current state of the art

re-identification approaches when challenged with egocen-

tric videos. Third, we propose to learn the different weights

to be used when combining information from the different

body parts by looking at what humans do when asked to per-

form re-identification of unknown subjects. Using high-end

commercial Eye Tracking Glasses (ETG)1, we perform ex-

periments with different subjects by showing them images

of people and accumulating fixation points on the different

body parts into a gaze map. The re-identification process we

propose hence relies on this map to combine information in

a meaningful and human-inspired way.
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Figure 2. Proposed re-identification system

2. Proposed Method

Due to the fact that in egocentric videos a person can

be either seen whole, only the upper-body or even just the

head, a key insight is to divide the detected figure into differ-

ent body-parts and compare them accordingly (see Section

2.1). In fact, standard methods that rely on a global de-

scription of the person often fail when challenged with the

situations typical of ego-vision, which often involve com-

paring a upper-body query image to a full-body reference

frame.

Given these premises, person re-identification can be for-

mulated as follows. Being two persons X = {xp}
P
p=1,

Y = {yp}
P
p=1 where xp and yp are the multi-dimensional

feature vector presenting the appearance of the body part p

with P = {face, torso, leg}, we define our kernel distance

as

K(X,Y) =
1

|P |

P
∑

p=1

wpdp(xp, yp) (1)

where |P | is the number of visible common body parts,

dp(., .) is the Mahalanobis distance function obtained by the

metric learning component on the p body part (see Section

2.2). Since the appearance of person X and person Y can

differ at the point where not every body part may be visi-

ble, our kernel distance only considers the parts in common

1http://www.eyetracking-glasses.com/
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between the two. Another key aspect of this kernel dis-

tance is how the contributions of the different body-parts

are combined, namely the parameter wp. Accounting for

the recent trend which tries to incorporate human-inspired

information such as saliency in the re-identification process

[15, 23], we devise a novel way to weight the body-parts

by leveraging human gaze information. That is, using an

ETG device we capture the fixation points of a set of people

tasked with looking at images depicting different subjects

and trying to re-identify them as they pass by. In fact, psy-

chological literature [8] demonstrated that human fixations

and, in a broader sense, human attention are strictly task de-

pendent, hence the need to task the subjects with person re-

identification. As a result, a fixation map for each of them is

produced and by averaging the different maps it is possible

to obtain a measure of where people looked at during the

experiment. This averaged map is directly employed in the

generation of the wp parameter by accumulating the num-

ber of fixations in an histogram with a number of bins equal

to the number of body parts and subsequently normalizing

it. Figure 2 shows a schematization of our solution.

2.1. Body Part Identification and Representation

To automatically identify face, torso and legs of a de-

tected person we propose to exploit proportion character-

istics of human bodies. Since we are interested in re-

identification of people who the camera wearer had social

interactions with, it is useful to take into account their faces,

which is also a key feature to estimate the of size the other

body parts [3]. In fact, based on our preliminary experi-

mentation, we can roughly define the torso and legs size as

shown in Figure 3 (a). In order to detect the face we use the

landmark detector presented in [10]. Its characteristics are

suitable for the egocentric vision scenario since it works in

real-time and achieves good performance even in presence

of severe changes in illumination and blurriness. It solves

the face alignment problem (of which landmark detection is

a consequence) by using a cascade of regression trees. To

cope with deformations or changes in lighting that would

otherwise compromise the feature extraction, the method

proceeds iteratively moving the image to a normalized co-

ordinate system based on an initial estimate of the shape,

sampling features and using them to update the shape until

convergence. The choice of a particular set of regression

functions allows to produce predictions that lie in a linear

subspace of the otherwise high-dimensional and inherently

non-convex problem of estimating the shape. Figure 3 (b)

shows some results of our body part identification technique

based on this landmark estimation method.

Once body parts are identified, they are described using

color and texture information. In particular, we propose to

use the descriptor presented in [12], due to its robustness

to viewpoint and illumination changes that often occur in

(a) (b)

Figure 3. (a) Estimated Body Proportions; b) Examples of body

part identification.

the egocentric domain. Differently from [12], in which it

is used as a global descriptor, we employ it to separately

represent each different body part. Color is a key feature

to compare images or frames, but it is not robust to large

illumination variations. Therefore, before extracting a HSV

color histogram, a preprocessing step based on Retinex al-

gorithm [9] is adopted. As texture descriptor, the Scale In-

variant Local Ternary Pattern (SILTP) [13] is used. It is an

improved version of the Local Binary Pattern (LBP) [17]

that achieves more robustness to scale changes and noise.

Finally, L2 normalization is applied to the resulting feature

vector.

2.2. Body Part Metric

Since Mahalanobis distance functions have been suc-

cessful in traditional re-identification, we learn a distance

metric based on the class of these functions for each body-

part. Following the approaches [12, 11, 16] we define two

classes of variations: the intra-body part variations ΩI (cor-

responding to difference appearances of the same body part)

and extra-body part variations ΩE (corresponding to varia-

tions of different body parts). Considering ∆ the distance

between two samples (∆ = xp − yp), each class can be

modeled as a high-dimensional Gaussian density as:

P (∆|ΩI) =
1

√

2π|
∑

I |
e−

1

2
∆

T
∑

−1

I
∆

P (∆|ΩE) =
1

√

2π|
∑

E |
e−

1

2
∆

T
∑

−1

E
∆

(2)

where
∑

I and
∑

E are the covariance matrices. Since the

pairwise differences are symmetric, both ΩI and ΩE have

zero mean. By applying the Bayesian rule and the log-

likelihood ratio test [11, 16], the distance function between

two bodypart regions xp and yp is:

dp(xp, yp) = (xp − yp)
T
M(xp − yp) (3)
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(a) (b) (c)

Figure 4. Images sampled from the dataset in the settings (a) Mu-

seum, (b) Laboratory, (c) Outdoor

where M = (
∑

−1

I −
∑

−1

E ) is the global, linear transfor-

mation of the feature space.

Hence, we obtain the Mahalanobis distance function cor-

respond to estimate the covariance matrices
∑

I and
∑

E .

In our approach we adopt the solution proposed by [12], in

which the problem is formulated as a generalized Rayleigh

Quotient and the closed-form solution can be efficiently ob-

tained by the generalized eigenvalue decomposition.

3. Experimental results

To evaluate the proposed approach, we create a dataset

in real world scenarios and unconstrained environments

(different illumination conditions, pose changes, different

backgrounds, occlusions, etc.). Concerning image acquisi-

tion, several videos are recorded in different scenarios using

the frontal camera of an eye-tracking device. These videos

are recorded at a resolution of 960× 720 pixels, 30 fps and

with a duration ranging from 5 to 10 minutes. The dataset is

composed of images from three different scenarios: a mu-

seum, laboratory and outdoor. Figure 4 displays some ex-

amples extracted from the dataset. Each scenario contains

images of 8 persons with around 100 images of each one un-

der different viewpoints (orientation) and in different times.

The images of the dataset were obtained from the bound-

ing box of the person returned by the DPM detector [6] ap-

plied on the video sequences. The dataset is available at the

project website2. To perform the experiments our dataset is

divided in two parts: half of the people in the training set

and the other half in the test set.

Table 1 shows the results in terms of MAP (Mean Av-

erage Precision) obtained from the experiments, first dis-

playing the overall results (obtained sampling images from

every scenario) and then reporting the performance of each

scenario individually. Results shown in the Table are ob-

tained via a 10 iterations cross-validation loop, where in

each iteration different people are used to training and test

Results are separately displayed for the torso and face

descriptors automatically extracted by our method as in

Section 2.1 (referred in the Table as Torso descr. and Face

2http://imagelab.ing.unimore.it/ego-reidentification

descr.). Table 1 also reports results obtained by using our

approach that combines body parts with both uniform and

gaze-derived weights. Comparing the results of torso and

face, we can observe that the face part is more discrimi-

native than torso with an improvement of 7%, a situation

that is reflected by the human behavior during the ETG ex-

periment. By combining different body parts, the perfor-

mance increases about 7% and 10% by adopting uniform

and gaze-based weights respectively. This confirms the fact

that, while humans deem the face more discriminative, in-

cluding information about other body parts results in better

performance.

Furthermore, the state of the art re-identification method

by Liao et al. [12] is included as comparison. In particular,

the proposed method improves over this state of the art ap-

proach by 17% and 20% when adopting uniform and gaze-

based weights, respectively. This improvement is mainly

due to the fact that traditional approaches such as the one by

Liao et al. are designed to cope with images acquired from

environmental cameras. In particular, such images feature

appearance characteristics far from the ones obtained in un-

constrained ego-vision scenarios.

These differences are further remarked by the influence

of metric learning on the results. In fact, when training on

individual scenarios, the euclidean distance achieves better

performance than using metric learning. This is due to the

fact that metric learning does not have enough training data

and thus cannot extract discriminative information to in-

crease the performance for the re-identification task. When

considering the full dataset (combining every scenario), the

performance with metric learning obtains the best results in

all the evaluated approaches but the one by Liao et al. This

confirms the fact that the method is not suitable for egocen-

tric vision. On the other hand, the results show that in re-

identification from first-person camera views metric learn-

ing can be useful, provided that a suitable image description

is employed.

To qualitatively evaluate results in terms of whether a

person is correctly recognized or not by assigning to it a

discrete label, re-identification can be seen as a binary clas-

sification problem in a one-versus-all paradigm. To imple-

ment a simple decision step that given the scores for a per-

son decrees whether it is the same person wrt. a reference,

we threshold the confidence score. Figure 5 shows the ROC

curve of each approach considered in the evaluation. It can

be seen that the best performance is achieved by the pro-

posed approach using different weights, confirming the re-

sults of Table 1.

4. Conclusions

In this paper we presented a method for person re-

identification in ego-vision scenarios. Exploiting the natural

proportions of human body we obtain a lightweight division
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All Scenarios Museum Laboratory Outdoor

BPM No BPM BPM No BPM BPM No BPM BPM No BPM

Torso descr. 0.531 0.478 0.584 0.777 0.536 0.612 0.405 0.485

Face descr. 0.603 0.593 0.658 0.738 0.624 0.718 0.486 0.628

Our approach (uniform weight) 0.675 0.613 0.726 0.819 0.566 0.601 0.531 0.534

Our approach (gaze weights) 0.703 0.623 0.643 0.846 0.662 0.711 0.521 0.597

Liao et al. [12] 0.496 0.536 0.469 0.664 0.630 0.643 0.426 0.558
Table 1. Comparison between the results of our method when dealing with individual body parts (Torso descr., Face descr.), when combining

them with uniform and gaze-derived weights and the method by Liao et al. Results are reported both when adopting body part metric

learning (BPM) and when disregarding it.

Figure 5. ROC curve showing the performance of the different

methods under varying recognition thresholds.

of body parts that only relies on a real-time estimation of

facial landmarks and does not require complex deformable

part models. Through this division, the proposed method

is able to cope with the fact that in first-person videos sub-

jects are often seen from very different viewpoints and at

different scales. Furthermore, human gaze information is

exploited to weight the contributions of the different body

parts according to what people look at when trying to re-

identify people, improving performance in a semantically

meaningful way. Finally, a new egocentric dataset for peo-

ple re-identification is released, which to the best of our

knowledge is the first of its kind.
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