A Low Power, Fully Event-Based Gesture Recognition System

Arnon Amir, Brian Taba, David Berg, Timothy Melano, Jeffrey McKinstry, Carmelo Di Nolfo, Tapan Nayak, Alexander Andreopoulos, Guillaume Garreau, Marcela Mendoza†, Jeff Kusnitz, Michael Debole, Steve Esser, Tobi Delbruck‡, Myron Flickner, and Dharmendra Modha

IBM Research
{arnon, dmodha}@us.ibm.com

†UC San Diego
‡UZH-ETH Zurich
& iniLabs GmbH
tobi@ini.uzh.ch

Abstract

We present the first gesture recognition system implemented end-to-end on event-based hardware, using a TrueNorth neurosynaptic processor to recognize hand gestures in real-time at low power from events streamed live by a Dynamic Vision Sensor (DVS). The biologically inspired DVS transmits data only when a pixel detects a change, unlike traditional frame-based cameras which sample every pixel at a fixed frame rate. This sparse, asynchronous data representation lets event-based cameras operate at much lower power than frame-based cameras. However, much of the energy efficiency is lost if, as in previous work, the event stream is interpreted by conventional synchronous processors. Here, for the first time, we process a live DVS event stream using TrueNorth, a natively event-based processor with 1 million spiking neurons. Configured here as a convolutional neural network (CNN), the TrueNorth chip identifies the onset of a gesture with a latency of 105 ms while consuming less than 200 mW. The CNN achieves 96.5% out-of-sample accuracy on a newly collected DVS dataset (DvsGesture) comprising 11 hand gesture categories from 29 subjects under 3 illumination conditions.

1. Introduction

Event-based computation, used by the eye and the brain, is a biologically inspired paradigm for using sparse, asynchronous events to represent data more efficiently than the dense, synchronous frames that are captured and processed by most modern sensors and computing devices. Remarkably, despite the slower speed of biological neurons and synapses compared to silicon transistors, biological systems still solve complex vision problems faster and at lower power than conventional computers, leveraging parallel, distributed, event-based computation to operate efficiently in real-time, resource-constrained environments.

The prime example of a frame-based computing device is a digital camera, which repeatedly scans out its entire array of pixels at a predetermined frame rate, independent of any activity actually observed in the scene. Frame-based cameras have two major drawbacks. First, the camera’s reaction speed is limited to its frame rate, typically 30 frames per second. Second, consecutive video frames are highly redundant, and acquisition of redundant data wastes considerable resources, both in the camera itself and in any downstream devices, since energy and bandwidth requirements are driven by the rate of data transfer [36].

Event-based cameras mimic the biological retina by sending an asynchronous event whenever a pixel detects a change in brightness, eliminating redundant data transmission [2, 36, 22]. The data transfer rate can vary from very few events when observing a static scene, to many events when a large fraction of the scene changes, allowing energy and bandwidth consumption to scale dynamically with actual demand. The high temporal resolution is an effective sampling rate that can only be matched by a high-speed frame-based camera with dramatically higher energy and bandwidth requirements. Event-based cameras also have very high dynamic range relative to standard cameras.

The advantages of event-based sensors are diluted if their event streams must be cast back into synchronous frames for the benefit of conventional processors downstream. Conventional processors, like CPUs and GPUs, are efficient in processing dense, synchronously delivered data structures, not sparse, asynchronous event streams. Throughput is maintained by keeping the instruction and data pipelines as full as possible, even at the cost of executing redundant computations on unchanging data [7].

Recently, a new generation of natively event-based neuromorphic processors has appeared that can operate on sensor event streams directly [11]. These many-core systems instantiate large populations of spiking neurons in massively parallel, low-power hardware, and inherit all of the advantages of event-based sensors, such as efficient, data-
Real-time hand-gesture recognition is a practical problem well-suited to event-based computation. Hand gestures are ubiquitous in visual cognition, pervading body language in all ages and cultures and tightly integrated with verbal communication [16]. Hand gestures are actively used in human-computer interaction in applications spanning sign-language recognition, virtual manipulation, daily assistance, gaming, and human-robot interaction [6].

Low latency is an important factor in gesture-recognition systems as perceptually smooth interactions require systems to respond within 100–200 ms [3,25], allowing 30 fps camera systems only a few frames to operate. Conventional cameras can suffer from various motion-related artifacts (motion blur, rolling shutter, etc.) which may impact performance for rapid gestures. Challenging lighting conditions constitute another confounding variable, and are typically addressed by fusing data from different sensing modalities [32], increasing power consumption. The system presented in this paper offers a solution to these problems.

This paper describes a low-power, real-time, event-based hand gesture recognition system. Events from a Dynamic Vision Sensor (DVS) [22] are passed to a deep convolutional neural network (CNN) running on TrueNorth – an asynchronous, low-power, event-based neuromorphic processor [24] which achieves significant power and speed advantages over mobile GPUs [29]. TrueNorth output events indicate the recognized gesture, producing 1000 classifications per second with an average 105 ms latency from the start of a gesture.

The contribution of this paper is twofold. First, a gesture recognition system is implemented on event-based hardware that operates on live event streams in real-time. Second, a new hand-gesture dataset is collected with an event-based camera.

2. Related work

Real-time gesture recognition systems are varied in the hardware and algorithms used for gesture classification and localization. [35] provides a recent review of the algorithms for RGB and RGB-D based hand gesture recognition.

Non-event-based gesture and action recognition systems rely on either handcrafted features or learned features. Handcrafted feature extraction consists of a feature detection stage followed by a feature description stage [46]. Spatio-temporal feature detectors such as Harris3D [19], Cuboid [8] and Hessian3D [45] are typically used to localize interesting video keypoints, from which feature descriptors are extracted [38,17,43,44]. However, it is generally acknowledged that there is no single optimal handcrafted feature [44]. Convolutional neural networks (CNNs) have been applied successfully to hand gesture recognition and localization [27,32,18,40,14], as have recurrent neural networks [28]. Multimodal systems [46,31,33,15] have also been used to improve performance.

Work on low-power gesture recognition systems centers on developing either energy-efficient cameras or “smart” systems that save energy by optimizing power usage with traditional hardware. [5] achieved a real-time low-power gesture recognition system by reducing the frame rates and putting the sensor in standby mode to reduce the power requirements. Such efforts focus on reducing energy for frame-based gesture recognition, but these systems face a latency-power tradeoff wherein the low latencies required for gesture interaction can only be achieved by high sample rates that continuously burn higher power.

While there is a large body of work on hand gesture recognition, including many real-time systems [26,47,30], and a growing number of publications on event-based sensors like the DAVIS [2], ATIS [46], and DVS [22], there is very little work in the intersection of the two. [20] were the first to show an event-based gesture recognition system with a Dynamic Vision Sensor (DVS) and to show a postprocessing step with leaky-integrate-and-fire neurons (LIF), although this system can be further improved in performance and scalability. The event-based SpiNNaker processor has been used to run a 5-layer CNN on prerecorded DVS events to recognize playing cards [39], but we know of no prior work that combines an event-based sensor with an event-based processor to perform gesture recognition in real-time.

3. Event-based hardware

Our event-based gesture recognition system uses two devices: a DVS128 camera to generate input events, and a TrueNorth processor to inspect the input event stream.
Figure 2: The system described in this paper operates on the data shown in the final row. Frame-based and event-based camera output for a large circle gesture. Top: 24-bit RGB video frames taken at 30 fps. Note the motion blur. Middle: Positive (magenta) and negative (cyan) DVS events over time. Red shaded planes indicate the times at which frames were sampled. Note the dense sampling of the DVS events compared to the RGB frames. Bottom: 4 ms of DVS event data displayed as 1 ms image slices. The first image is aligned to the first RGB video frame.

for recognized gestures. Here, the TrueNorth processor is hosted on an NS1e development board that receives input events from the DVS128 via USB 2.0, and sends output events via Ethernet to a laptop for visualization (Fig. 1).

3.1. DVS128 camera

The iniLabs DVS128 camera is a 128 × 128-pixel Dynamic Vision Sensor that generates events only when a pixel value changes magnitude by a user-tunable threshold [21] [22] (this work used the default settings provided by the cAER configuration software [23]). Each event encodes the spatial coordinates of a pixel reporting a change and a timestamp indicating when that change happened. The device offers a high dynamic range (120 dB) and a typical and maximum event rate of 100K and 1M events/sec.

3.2. TrueNorth processor

The IBM TrueNorth chip is a reconfigurable, non-von Neumann processor containing 1 million spiking neurons and 256 million synapses distributed across 4096 parallel, event-driven, neurosynaptic cores [24]. Cores are tiled in a 64 × 64 array, embedded in a fully asynchronous network-on-chip. Under normal workloads, the chip consumes 70 mW when operating at a 1 ms computation tick.

Each neurosynaptic core connects 256 inputs to 256 neurons using a crossbar of 256 × 256 synapses with about 2 bits of weight precision. A neuron state variable called a membrane potential integrates synaptically weighted input events with an optional leak decay. Neurons can be configured to either generate an output event deterministically, whenever the membrane potential exceeds a threshold; or stochastically, with a pseudorandom probability related to the difference between the membrane potential and its threshold [4].

Each neuron can send output events to exactly one core in the array, where they can be delivered to any or all of the core’s neurons via the synaptic crossbar. Every core input has a delay buffer that can cache incoming events for up to 15 ticks before releasing them into the crossbar.

Algorithms for TrueNorth must satisfy the constraints imposed by the architecture — neurons output binary events, not continuous values; synapses have low precision, not high precision; connectivity is core-to-core, not all-to-all. TrueNorth programs are written in the Corelet Programming Language, a hierarchical, compositional, object-oriented language implemented in MATLAB [1].

3.3. NS1e development board

The NS1e development board is a modular and compact platform for mobile embedded application development using a single TrueNorth processor. The TrueNorth chip is responsible for about 6% of board power consumption, which
is typically around 2 or 3 W. The board has an area of 125×69 mm² and weighs 98 g.

A Xilinx Zynq Z-7020 system-on-chip provides the interface between the TrueNorth chip and an assortment of onboard sensors and connectors. Two ARM Cortex-A9 cores run the Linux operating system and the software stack for streaming events between TrueNorth and standard interfaces, including USB and Ethernet. An FPGA fabric handles data conversion and address translation. Although not used in this work, the NS1e includes connectors that support direct, pin-to-pin access to the TrueNorth chip, which permits an event-based sensor like the DVS to stream events directly into TrueNorth, bypassing the Zynq SoC entirely.

4. Gesture recognition on TrueNorth

Our gesture recognition algorithm runs entirely on TrueNorth, and has four major components (Fig. 4). First, a temporal filter cascade captures a sequence of snapshots of the DVS event stream. Second, the concatenated snapshots are presented as input features to a stack of convolution layers trained offline using GPU acceleration. Third, a winner-take-all decoder identifies the gesture with the highest response from the final convolution layer. Finally, the resulting stream of instantaneous gesture classifications is cleaned up by a sliding window filter.

The entire software workflow described in this section, including source code, has been released as a reference example included in the TrueNorth developer toolkit.

4.1. Temporal filter cascade

To capture the sequence information required to encode gesture identity, a cascade of K delayed temporal filters collects a sequence of DVS events as they enter TrueNorth. The first filter outputs a stream of events delayed by one tick, and creates a second copy of its input which is passed to the next filter in the cascade. Each subsequent filter caches its incoming events in the delay buffers that are attached to each of a core’s 256 input axons, accumulating 16 ticks of delay per stage, for a total of 16(K − 1) ms. The output event streams of all K filters are concatenated to form the input features for the first convolution layer. The neurons in these filters are configured to generate events stochastically, using a constant leak to decay the membrane potential linearly with time. Using a stochastic decay makes the rate (or probability) of filter output events proportional to the time since the corresponding event was received at the filter input (after delay). This “short term memory” gradually forgets its input events as time elapses.

The temporal filter cascade may be compared to stacking frames to create a spatio-temporal input to CNN, such as in [14], or the temporal channel in [10], although with frames the temporal history usually does not decay stochastically.

4.2. Convolution layers

A convolutional neural network (CNN) is a multilayer feedforward network whose layers are neurons that collectively perform a convolutional filtering of the input or a prior layer (Fig. 5). Neurons within a layer are arranged in two spatial dimensions, corresponding to shifts in the convolution filter, and one feature dimension, corresponding to different filters.

CNNs are mapped to TrueNorth using the Energy-efficient deep networks (Eedn) algorithm [9], implemented in MATLAB using the MatConvNet library to enable GPU-accelerated training [12]. The Eedn algorithm satisfies the TrueNorth architecture constraints by restricting network precision to binary neuron output and trinary weights \{-1, 0, 1\}, and by limiting neuron fan-in and fan-out.

1. Binary neuron output: Instead of the standard rectified linear unit (ReLU) activation function, which produces multivalued neuron output, Eedn uses a binary step function that can be implemented by TrueNorth neurons operating as threshold logic units with integer biases. The derivative of a step function is a delta function, which is not finite as required by backpropagation, so it is approximated with a triangle function $\frac{\partial y}{\partial r} \approx \max(0, 1 - |r|)$ where $r$ is the filter response and $y$ is the neuron output. Filter output is computed using batch normalization [13] during training, with the batch normalization parameters rolled into the neuron threshold for deployment.

2. Trinary weights: Trinary weights $w$ are trained offline using an adaptation of the standard backpropagation algorithm. The trinary weights are used during the forward and backpropagation passes. However, the resulting weight updates are applied to a shadow network of high-precision proxy weights $w_t$. Trinary weights are updated by rounding with hysteresis their corresponding shadow weights:

$$w(t) = \begin{cases} -1 & \text{if } w_t(t) \leq -0.5 - h, \\
0 & \text{if } |w_t(t)| \leq 0.5 - h \\
1 & \text{if } w_t(t) \geq 0.5 + h, \\
w(t - 1) & \text{otherwise,}
\end{cases}$$

where $h$ is a hysteresis parameter set to 0.1.

3. Neuron fan-in: Group constraints are used to accommodate the limited fan-in constraint of 128 inputs per neuron (while TrueNorth allows 256 inputs per neuron, two inputs are used per synapse to allow trinary weights). Specifically, in a layer which uses $G$ groups, each neuron receives connections from only $N/G$ features from the $N$ features in the source layer. For example, a convolution layer with a $1 \times 1$ kernel receiving
Figure 4: System block diagram showing how many of the 4096 TrueNorth cores are allocated to each component (for one of the experiments); examples of instantaneous event maps output by a) the DVS, b) the temporal filter cascade, and c–g) layers 1, 3, 8, 12, and 15 of the CNN described in Table 1 and histograms of events corresponding to the 11 gesture categories after h) the final convolution layer, i) the winner-take-all decoder, and j) the sliding window filter. All events are taken from the same 1 ms tick.

Figure 5: Two layers of a convolutional network, where each layer is a rows × columns × features collection of outputs from filters applied to the prior layer. Each output neuron has a topographically aligned filter support region in its source layer. Adjacent features have their receptive field shifted by the stride in the source layer. A layer can be divided into multiple groups along the feature dimension, where each group has a filter support region that covers a different set of features in the source layer. Two groups are highlighted (green, blue).

input from 256 features in the source layer must use 2 groups in order to reduce the fan-in to $1 \times 1 \times 256/2 = 128$ inputs per neuron. (The blue and green neurons in Fig. 5 are in two different groups.)

4. **Neuron fan-out**: TrueNorth neurons can target a single core. Therefore neuron copies are used to provide multiple neuron outputs for the weight representation scheme, and where filter overlap necessitates targeting multiple cores. A neuron is copied by replicating its parameters using free neurons on its own core, or by using splitter neurons on additional cores.

Each group of neurons in a layer at a given row and column in the feature map (i.e. boxes of the same color in Layer $n+1$ in Fig. 5) is mapped to a separate TrueNorth core. Each core can compute up to 256 features from one location in a given feature map.

Despite these constraints, Eedn networks running on TrueNorth approached state-of-art classification accuracy on 8 image and audio datasets while achieving a peak throughput of 1200–2600 frames per second and consuming only 25–275 mW [9].
4.3. Winner-take-all decoder

A winner-take-all (WTA) decoder creates a single gesture prediction based on the population code that is output by the final convolution layer, which contains groups of output neurons for each class. The strength of a class is determined by the number of spikes output by its neurons in a tick. The decoder is a preconfigured neural network in which the largest-valued class neurons inhibit all the smaller-valued inputs and only the strongest class survives to be output as the winner.

4.4. Sliding window filter

The sliding window filter smooths the stream of instantaneous gesture classifications that are produced every millisecond by the winner-take-all decoder. Using a window of 80 ms, the sliding window filter improves out-of-sample classification accuracy from 91.77% coming out of the decoder to 94.59%. The filter effect is shown in Fig 6. For each class, independently, the filter counts the number of classification events observed within the window (up to 80), and spikes if the count exceeds a user-defined threshold. By using a threshold equal to 50% the window size, at most one class can spike. Such a filter is implemented using 8 neurons per class (one core for all classes). The sliding window filter adds 40 ms to the system latency, but preserves the 1 ms time resolution in determining the beginning and end time of the gesture. Shorter windows yield even lower latency, but might impair classification accuracy.

Figure 6: The winner-take-all output (WTA) and sliding-window filter (SW) showing an out-of-sample classification sequence of 11 gestures detected over 87214 ticks (milliseconds). The WTA and SWF can both produce up to one classification per tick, and in this case generate similar numbers of classifications, 75535 and 73133, respectively. Notably, the SWF output is about 2-4% more accurate.

5. Experiments

5.1. Dataset collection

A plethora of hand gesture datasets have been created in recent years, as thoroughly reviewed in [37]. Most of these datasets place subjects at a fixed distance from a single sensor – such as a Kinect, Wiimote, stereo camera, or regular color camera – that is typically frame-based. As a result, Hu et al. [12] reported an urgent need for DVS datasets in order to advance research into event-based computer vision. They converted four frame-based datasets to event-based representation by recording the output of a DVS camera pointed at a screen displaying the data. However, as noted in [41], the microsecond temporal resolution produced by a DVS camera pointed directly at the scene cannot be reproduced from the tens-of-milliseconds frame, and the converted data also contain additional undesired artifacts. Since the only extant DVS dataset for gesture recognition is not large enough to reliably train a CNN [20], we used the DVS128 to create a new hand gesture dataset that includes timestamped DVS128 event files, RGB videos from a webcam mounted next to the DVS, and ground-truth files with gesture labels and start and stop times.

The Dvsgesture dataset comprises 1,342 instances of a set of 11 hand and arm gestures (Fig. 7), grouped in 122 trials collected from 29 subjects under 3 different lighting conditions. During each trial one subject stood against a stationary background and performed all 11 gestures sequentially under the same lighting condition. The gestures include hand waving (both arms), large straight arm rotations (both arms, clockwise and counterclockwise), forearm rolling (forward and backward), air guitar, air drums, and an “Other” gesture invented by the subject. The 3 lighting conditions are combinations of natural light, fluorescent light, and LED light, which were selected to control the effect of shadows and fluorescent light flicker on the DVS128. Each gesture lasts about 6 seconds.

To evaluate classifier performance, 23 subjects are designated as the training set, and the remaining 6 subjects are reserved for out-of-sample validation. The dataset is available at [http://research.ibm.com/dvsgesture/](http://research.ibm.com/dvsgesture/).

5.2. Classifier training

In order to train the convolution layers on the appropriate signals, we first preprocessed the dataset by feeding the raw DVS events through the same temporal filter cascade that shapes the input to the CNN during runtime. The filter output events were written into a Lightning Memory-Mapped Database (LMDB), a high-performance database format preferred by many deep learning frameworks.

We trained a CNN on the preprocessed data using a GPU-accelerated implementation of the Eedn algorithm. The network structure (Table 1) was modeled after the best
Figure 7: **Top:** 24-bit RGB video frames of the gestures used in this experiment. From left to right the gestures are hand-wave, large-circle, hand-role, air-guitar, and air-drums. For compactness, only one hand is shown for hand-wave and large-circle, and only one direction for large-circle. **Bottom:** DVS ‘frames’ created by superimposing spikes over a 5 ms window aligned to the onset of each RGB video frame.

<table>
<thead>
<tr>
<th>map size</th>
<th>feat. size</th>
<th>kernel size</th>
<th>stride</th>
<th>pad</th>
<th>groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>64×64</td>
<td>12</td>
<td>3×3</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>31×31</td>
<td>252</td>
<td>4×4</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>14×14</td>
<td>256</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>7×7</td>
<td>512</td>
<td>3×3</td>
<td>1</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>7×7</td>
<td>512</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>7×7</td>
<td>512</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>3×3</td>
<td>512</td>
<td>2×2</td>
<td>2</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>3×3</td>
<td>1024</td>
<td>3×3</td>
<td>1</td>
<td>1</td>
<td>64</td>
</tr>
<tr>
<td>3×3</td>
<td>1024</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>3×3</td>
<td>1024</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>1×1</td>
<td>1024</td>
<td>2×2</td>
<td>2</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td>1×1</td>
<td>1024</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>1×1</td>
<td>968</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>1×1</td>
<td>2640</td>
<td>1×1</td>
<td>1</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 1: CNN specification for the gesture recognition system. All network layers are convolutional layers.

We trained the network for 250,000 iterations with a batch size of 256, using standard heuristics like momentum (0.9), weight decay (10^{-7}), and decreasing learning rate (the initial rate of 20 is divided by 10 twice during training at 200,000 and 225,000 iterations). We used a value of 0.0001 for an Eedn parameter called spike sparsity, which acts as a regularizer that encourages the trained network to produce fewer output spikes, conserving energy. To improve accuracy, we augmented the training data by randomly cropping a 64 × 64 region from larger images created by zero-padding the images with an 8-pixel-wide border region.

### 5.3. Power measurement

To measure the power consumed by the gesture recognition network running on TrueNorth, we run the network on a separate NS1t test and characterization board, which has dedicated circuitry to measure the power consumed by a TrueNorth chip. Power measurements are sampled at 62.5kHz, and averaged over a three-second DVS event sequence containing a full gesture. Boards operate at a supply voltage of 1.0 V. Total network power is the sum of leakage power, computed by scaling the measured idle power by the fraction of the chip’s cores that are in use, and active power, computed by subtracting idle power from total power measured when the system is operating on input events.

### 5.4. Accuracy results

The results from 9 different training experiments are shown in Table 2. We took the CNN structure and all training metaparameters without modification from [9], and explored the impact of dataset preprocessing, varying the input image sampling (32 × 32, 42 × 42, and 64 × 64), and lengthening the temporal footprint of each sample by adding stages to the temporal filter cascade or increasing the decay period in each stage. We also compare the effect of augmenting the dataset with spatial translations up to one-eighth of the image size. For each experiment, we recorded the training and test accuracy of the CNN, the test accuracy of the system with and without the ‘Other’ category, the number of TrueNorth cores used, and the measured TrueNorth chip power.

The system from experiment E1 had the highest accuracy, a 10-category test score of 96.49%, while consuming only 178.8 mW. The sliding window filter improves the score by almost 5% over the raw winner-take-all output. Augmenting the dataset by spatially translating the frames improves classifier accuracy by about 1.5% (E1 vs E2).

In experiment E4 we decreased the number of time-delayed channels in the input compared with experiment E1. Six delayed channels gave better results for a 15 ms
delay between successive channels used here.

We experimented with downsampling to see how spatial resolution affects performance, while keeping the network sizes approximately the same by reducing the stride to 1 in the first convolutional layer (E3) or the 4th (E5). The best results were obtained with the largest image size, 64 × 64. 32 × 32 images resulted in a drop of 4% with approximately the same sized network. The 42 × 42 input in E5 gave the lowest accuracy, possibly due to the difference in network architecture. E7 had a stride of 1 in layers 1 and 9, reducing the network size and energy by half, but had the lowest accuracy of all the experiments.

Finally, experiments with the filter duration indicate that a decay of 32 ticks (E1) produced the best accuracy among the values explored, with 2-4% degradation for E6, E8, and E9 having 64, 85, and 128 ticks decay, respectively.

### 5.5. Latency measurement

Latency was measured on system E1. For this measurement, we aligned annotation and spike test data by removing all unlabeled events between gestures, as if user motion only occurred during a gesture. The latency to detect the start of a gesture is defined as $T_{\text{start}}(i) = t_{\text{det}}(i) - t_{\text{start}}(i)$, where $t_{\text{start}}(i)$ is the first tick in which events from the $i$th gesture appear in the input stream and $t_{\text{det}}(i)$ is the first tick in which the gesture class is correctly recognized in the output stream. The search is limited to a narrow time window, from $t_{\text{start}}(i) + 1$ to $t_{\text{start}}(i) + 217$ ticks, representing the longest period an event can “travel” through the network, which is the sum of all maximal delays; stochastic decays; and CNN, WTA, and sliding window latencies. If there is no correct detection within this window, the gesture start is considered missed. A similar process applies to the gesture end. The average latency to detect the start and end of a gesture, over all 10 gestures in all 25 test sequences, is 104.6 ms (with 14 misses) and 120.6 ms (with 13 misses), respectively. The 16 ms difference might be due to the filter’s stochastic decay, or “fading memory” after the gesture has ended, and is equal to half the decay time for E1.

### 5.6. User experience with the live system

The system was deployed with a live video feed of the recognized gesture on a computer screen. The system is very responsive, immediately detecting the gesture in most cases. A video of the gesture recognition system operating live can be found in Supplementary Information.

### 6. Discussion

The work reported in this paper unites a DVS camera with a TrueNorth processor to create an end-to-end event-based gesture recognition system. Leveraging recent advances in deep convolutional neural networks, it processes and classifies learnt gestures at 1000 Hz with high accuracy (96.49%), low latency (105 ms), and low power (178.8 mW), using a spiking neural network with low-precision weights running entirely on a TrueNorth processor. This homogeneous computational neuromorphic substrate stands in contrast to much of the other work in gesture recognition, which often utilizes frame-based sensors and multiple stages of processing – such as filtering, segmentation, tracking, 3D models, and more – prior to the classifier (CNN-based or otherwise). This observation suggests that such recognition tasks might require much less data and processing than traditional systems suggest.
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