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Abstract

Fine-grained image classification is a challenging task

due to the large intra-class variance and small inter-class

variance, aiming at recognizing hundreds of sub-categories

belonging to the same basic-level category. Most existing

fine-grained image classification methods generally learn

part detection models to obtain the semantic parts for bet-

ter classification accuracy. Despite achieving promising

results, these methods mainly have two limitations: (1)

not all the parts which obtained through the part detec-

tion models are beneficial and indispensable for classifi-

cation, and (2) fine-grained image classification requires

more detailed visual descriptions which could not be pro-

vided by the part locations or attribute annotations. For ad-

dressing the above two limitations, this paper proposes the

two-stream model combining vision and language (CVL)

for learning latent semantic representations. The vision

stream learns deep representations from the original visual

information via deep convolutional neural network. The

language stream utilizes the natural language descriptions

which could point out the discriminative parts or charac-

teristics for each image, and provides a flexible and com-

pact way of encoding the salient visual aspects for distin-

guishing sub-categories. Since the two streams are comple-

mentary, combining the two streams can further achieves

better classification accuracy. Comparing with 12 state-of-

the-art methods on the widely used CUB-200-2011 dataset

for fine-grained image classification, the experimental re-

sults demonstrate our CVL approach achieves the best per-

formance.

1. Introduction

Fine-grained image classification aims to recognize sub-

categories under some basic-level categories. Models of

fine-grained image classification have made great progress

in recent years[1, 2, 3, 4, 5], due to the progress of deep

neural networks. And on the data side, more fine-grained
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Figure 1. Examples from CUB-200-2011. Note that it is a techni-

cally challenging task even for humans to categorize them due to

large intra-class variance and small inter-class variance.

domains have been covered, such as bird types [6, 7], dog

species [8], plant breeds [9] , car types [10] and aircraft

models [11].It is easy for an inexperienced person to recog-

nize basic-level categories such as bird, flower and car, but

highly hard to recognize 200 or even more sub-categories.

Consequently, fine-grained image classification is a techni-

cally challenging task, due to the large intra-class variance

and small inter-class variance, as shown in Figure 1.

The sub-categories are generally same in global appear-

ance, and distinguished by the subtle and local differences,

such as the color of abdomen, the shape of toe and the tex-

ture of feather for bird. These subtle differences are located

at the regions of object or its parts, so the localization of ob-

ject and its parts is crucial for fine-grained image classifica-

tion. A two-stage learning framework is adopted by most of
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the existing methods: the first stage is to localize the object

or its discriminative parts, and the second stage is to extract

the deep features of the object or its parts through Convolu-

tional Neural Network (CNN) and train a classifier for the

final prediction. However, these methods mainly have two

limitations. First, parts are crucial for achieving better ac-

curacy, but not all of them are beneficial and indispensable.

Huang et al. [1] show that the classification accuracy de-

clines when the number of parts increases from 8 to 15 in

the experiments of their Part-stacked CNN method. Zhang

et al. [5] pick only 6 parts in the experiment for achieving

the best classification accuracy. And Zhang et al. [3] only

use the head and body parts for classification in Part-based

R-CNN. Generally speaking, the number of the parts used

in the experiments is highly empirical. This is highly lim-

ited in flexibility, and difficult for generalizing to the other

datasets or domains. Second, fine-grained image classifica-

tion requires more detailed visual descriptions which could

not be provided by the part locations or attribute annota-

tions. The part locations could not point out which part is

the discriminative parts for sub-categories recognition and

tell the discriminative features, such as the color of bill and

the shape of wing. The attribute annotations may tell us the

color of bill, but they do not tell us whether the bill is sig-

nificantly important for distinguishing sub-categories than

other parts. Hence, we need a kind of promising informa-

tion to tell us the attributes as well as the importances of

the parts, and further facilitate the classification accuracy.

Fortunately, text descriptions from natural language satis-

fies the above promising requirements.

How to exactly relate the natural language descriptions

to the visual content of images is the key of image classi-

fication. Inspired by the progress of the cross-modal anal-

ysis which reduces the multi-modal representation gap be-

tween visual information and natural language descriptions,

this paper proposes a two-stream model combining vision

and language (CVL) for learning latent semantic represen-

tations. The vision stream first localizes the object of image

via saliency extraction and co-segmentation, and then learns

deep representations of the original image and its discrim-

inative object via deep convolutional neural network. The

language stream utilizes the cross-modal analysis to learn

the correlation between the natural language descriptions

and the discriminative parts, and provides a flexible and

compact way of encoding the salient visual aspects for dis-

tinguishing sub-categories. Vision stream focuses on the lo-

cations of the discriminative regions, while language stream

focuses on the attributes of the discriminative regions. They

are complementary, combining the two streams further ex-

ploit the correlation between visual feature and nature lan-

guage descriptions, and enhances their mutual promotion to

achieve better classification accuracy. Comparing with 12

state-of-the-art methods on the widely used CUB-200-2011

dataset for fine-grained image classification, the experimen-

tal results demonstrate our CVL approach achieves the best

performance.

The rest of this paper is organized as follows: Section II

briefly reviews related works on fine-grained image classi-

fication and cross-modal analysis. Section III presents our

proposed CVL approach, and Section IV introduces the ex-

periments as well as the results analyses. Finally Section V

concludes this paper.

2. Related Work

2.1. Finegrained Image Classification

Most existing works follow the pipeline: first localizing

the object or its parts, and then extracting discriminative

features for fine-grained image classification. Some fine-

grained image classification datasets, e.g. CUB-200-2011

[7], have the detailed annotations: object annotation (i.e.

bounding box of object) and parts annotations (i.e. parts lo-

cations), an intuitive idea is that using these annotations for

the localizations of object and its parts. Object annotation

is used in the works of [12, 13] to learn part detectors in an

unsupervised or latent manner. And even part annotations

are used in these methods [14, 15]. Since the annotations of

the testing image are not available in practical applications,

some researchers use the object or part annotations only

at training stage and no knowledges of any annotations at

testing stage. Object and Part annotations are directly used

in training phase to learn a strongly supervised deformable

part-based model [16] or directly used to fine-tune the pre-

trained CNN model [17]. Further more, Krause et al. [18]

only use object annotation at training stage to learn the part

detectors, then localize the parts automatically in the testing

stage. Recently, there are some promising works attempting

to learn the part detectors under the weakly supervised con-

dition, which means that neither object nor part annotations

are used in both training and testing phase. These works

make it possible to put the fine-grained image classifica-

tion into practical applications. Simon et al. [19] propose a

neural activation constellations part model (NAC) to local-

ize parts with constellation model. Xiao et al. [2] propose

a two-level attention model, which combines two level at-

tentions to select relevant proposals to the object and the

discriminative parts. And Zhang et al. [5] incorporate deep

convolutional filters for both part detection and description.

The problem of fine-grained image classification is still far

from solved.

2.2. Crossmodal analysis

With the rapid growth of multimedia information, the

cross-modal data, e.g. image, text, video and audio, has

been the main form of the big data. Cross-modal data car-

ries different kinds of information, which needs to be in-
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Figure 2. Overview of our CVL approach. The two-stream model conducts on the original images and their object localizations. One learns

the deep representations directly from the vision information. The other learns the salient visual aspects for distinguishing sub-categories

via jointly modeling vision and language. The classification results of the two streams are merged in later phase to combine the advantages

of vision and language.

tegrated to get comprehensive results in many real-world

applications. How to learn multi-modal representation for

cross-modal data is a fundamental research problem. A tra-

ditional representation method is the canonical correlation

analysis (CCA) [20], which learns a subspace to maximize

the correlation among data of different media types, and is

widely used for modeling multi-modal data [21, 22, 23].

Zhai et al. [24] propose to learn projection functions by the

metric learning, and this method is further improved as Joint

Representation Learning (JRL) [25] by adding other infor-

mation such as semantic categories and semi-supervised in-

formation. Inspired by the progress of deep neural net-

works, some works have been focused on deep multi-modal

representation learning. Ngiam et al. [26] propose a multi-

modal deep learning (MDL) method to combine the audio

and video into an autoencoder, which improves the speech

signal classification for noisy inputs as well as learns a

shared representation across modalities. Recently, a surge

of progress has been made in image and video captioning.

LSTMs [27] are widely used in modeling captions at word

level. Besides LSTMs, character-based convolutional net-

works [28] have been used for language modeling. In this

paper, we apply the extension of Convolutional and Recur-

rent Networks (CNN-RNN) to learn a visual semantic em-

bedding. In this paper, we bring the multi-modal representa-

tion learning into fine-grained image classification to boost

the performance, and jointly modeling vision and language.

3. Our CVL Approach

Our method is based on a very simple intuition: natu-

ral language descriptions could point out the discrimina-

tive parts or characteristics from other sub-categories, and

are complementary with vision information. Therefore, we

propose a two-stream model combining vision and language

for learning latent semantic representations, which takes the

advantages of vision and language jointly, as shown in Fig-

ure. 2. Since the object is crucial for fine-grained image

classification, we take the original images and their object

localizations as the inputs of the two-stream model.

3.1. Object localization

In this paper, we apply an automatic object localization

method based on saliency extraction and co-segmentation

proposed in TSC [4], which allows to localize the object in

a weakly-supervised manner that means neither object nor

part annotations are used. Saliency extraction is to localize

the object preliminarily with the saliency map generated by
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