Learning to predict stereo reliability enforcing local consistency of confidence maps
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Abstract

Confidence measures estimate unreliable disparity assignments performed by a stereo matching algorithm and, as recently proved, can be used for several purposes. This paper aims at increasing, by means of a deep network, the effectiveness of state-of-the-art confidence measures exploiting the local consistency assumption. We exhaustively evaluated our proposal on 23 confidence measures, including 5 top-performing ones based on random-forests and CNNs, training our networks with two popular stereo algorithms and a small subset (25 out of 194 frames) of the KITTI 2012 dataset. Experimental results show that our approach dramatically increases the effectiveness of all the 23 confidence measures on the remaining frames. Moreover, without re-training, we report a further cross-evaluation on KITTI 2015 and Middlebury 2014 confirming that our proposal provides remarkable improvements for each confidence measure even when dealing with significantly different input data. To the best of our knowledge, this is the first method to move beyond conventional pixel-wise confidence estimation.

1. Introduction

Stereo is a popular technique to infer depth from two or more images and several approaches have been proposed to tackle this problem. However, reliability in challenging conditions still remains an open research issue and realistic datasets, such as KITTI [7, 17] and Middlebury 2014 [29], clearly emphasized this fact. Although some failures such as occlusions [5], low signal-to-noise ratio and reduced distinctiveness [14] are intrinsically related to stereo, the impact on accuracy is amplified in practical applications dealing with poor illumination conditions, reflective surfaces and so on. Therefore, determining the degree of reliability of each inferred depth point is crucial to obtain more meaningful 3D data for later processing stages. Moreover, effective confidence measures can be used for other purposes. For instance, to improve stereo accuracy [6, 23, 22, 25, 30] or for depth sensor fusion [15, 18].

Confidence measures, reviewed and evaluated in [11], are inferred according to different strategies: from the analysis of the input stereo pair, matching cost curve or disparity maps. Recently, some authors [9, 31, 22, 25] proposed effective confidence measures based on machine learning techniques. The common ground in these approaches is the joint use of multiple confidence measures and/or handcrafted features, extracted from disparity map and/or cost volume, fed to a random-forest classifier trained on a small set of stereo pairs with ground truth. More recently, confidence measures have been inferred [26, 30] processing disparity maps with a CNN (Convolutional Neural Network).
These facts motivated us to investigate whether a machine learning framework could be used to improve the effectiveness of confidence measures exploiting local consistency, leveraging on the information available within nearby points, as assumed by most computer vision algorithms. To this end, given an input confidence measure, our framework analyzes its local behavior by means of a CNN, trained on a subset of a dataset with ground-truth, to provide a more meaningful estimation. Specifically, by learning informative patterns on confidence maps, the network is able to infer from local patches a better estimation as shown in Figure 1. In our experimental evaluation, we consider 23 state-of-the-art confidence measures and, once trained the networks on 25 out of 194 images of the KITTI 2012 (KITTI 12) training dataset, we assess the improvements yielded by our method on the remaining images. Moreover, without retraining the networks, we perform a further cross-validation on KITTI 2015 (KITTI 15) and Middlebury 2014 (Middlebury 14). This extensive evaluation shows that exploiting local consistency enables to dramatically improve all the 23 state-of-the-art confidence measures, including those based on machine learning, on all considered datasets and even dealing with image contents never seen before (e.g., on Middlebury 14 dataset).

To the best of our knowledge, this is the first method to exploit for confidence measures the local consistency assumption moving beyond conventional point-based strategy adopted by state-of-the-art. Experimental results, with the end-to-end CNN-based framework proposed in this paper, clearly confirm the effectiveness of this strategy.

2. Related work

Many confidence measures for stereo have been proposed in the literature [4, 5, 11]. In the review proposed by Hu and Mordohai [11], such measures are categorized into six main groups according to the cue exploited to infer depth reliability: analysis of matching costs, local properties of the cost curve, analysis of local minima within the cost curve, analysis of the matching curve, consistency between left and right disparity maps and distinctiveness-based measures. The same authors also defined an evaluation protocol based on ROC curve analysis and reported results on indoor [28] and outdoor [32] datasets.

Confidence measures can be used for several purposes; for instance to detect uncertain disparity assignments [23, 27] and occlusions [10, 19], improve accuracy near depth discontinuities [6], improve overall disparity map accuracy [12, 20, 8, 22, 25] and for sensor fusion [15, 18]. More effective confidence measures, leveraging on machine learning techniques, significantly outperform conventional stand-alone approaches evaluated in [11]. In particular, in [9, 31, 22, 25] the reliability of disparity assignments is inferred by feeding a random forest with a features vector containing multiple confidence measures [9, 31, 22] and/or hand-crafted clues extracted from the disparity map [31, 22, 25]. Compared to stand-alone confidence measures, Ensemble [9], GCP [31], Park [22] and OI [25] achieved significant improvements with OI, based on features extracted only from the disparity map, outperforming other methods based on random-forests [25].

Deep learning techniques have also been recently deployed to deal with confidence prediction and stereo matching. Concerning the first goal, in [30] a confidence measure is inferred with a CNN analyzing hand-crafted features extracted from left-right and right-left disparity maps. In [26] this abstraction strategy is pushed forward inferring, from scratch with a CNN, a confidence measure from the the raw left-right disparity map. Both approaches outperform Park [22]. Finally, in [21] is described a methodology aimed to infer training data from stereo sequences by exploiting multiple viewpoints and contradictions in depth maps. Concerning stereo with CNNs, in [34] is proposed how to learn a general-purpose similarity function and in [35, 36] a patch-based matching cost. This latter strategy turned out to be very effective and, coupled with an adaptive cost aggregation strategy [37] and disparity refinement steps based on SGM [10], has excellent performance on KITTI 12 and 15 datasets. The architecture proposed in [36] is about 80 times faster than the accurate one with an increase in error rate smaller than 1% on both KITTI datasets. Other fast architectures for patch-based cost computation with CNNs are [1, 13] while Mayer et al. [16] proposed the first end-to-end architecture for stereo matching. The large amount of training samples required by this latter method is addressed deploying a large, yet realistic, synthetic dataset. Finally, in [24] a CNN was trained to combine the outcome of multiple stereo algorithms in order to obtain more accurate results.

Recently has been proved that the joint use of effective confidence measures and stereo enables to improve accuracy. In [31] the matching costs of points with the higher estimated reliability are modified in order to appear like an ideal cost curve and then the entire cost volume is refined by means of a MRF framework. In [22], the cost curve is modulated according to the estimated reliability of each point and, in [25], the estimated confidence along each SGM scanline is deployed to weight cost aggregation accordingly. Finally, in [30], the inferred confidence measure is plugged into SGM [10] to dynamically change parameters P1 and P2.

3. Proposed method

This work aims at improving the reliability of standalone confidence measures, learning from their local behavior effective informative patterns making the assumption that, as for most computer vision algorithms, locality matters. Considering that the reference image and the disparity map
are locally consistent, we expect a similar behavior for the confidence maps. Moreover, we expect different confidence measures to expose specific local patterns that can be identified with an ad hoc training. To this end we leverage on a deep network, appropriately trained on a dataset with ground-truth, aimed at learning and detecting effective informative patterns for each examined confidence measure. Exhaustive experimental results on challenging stereo pairs confirm that the proposed strategy enables to dramatically improve the effectiveness of state-of-the-art confidence measures.

3.1. Enforcing local consistency

A confidence measure \( k \) assigns a value to a pixel \( p \) of the disparity map computed with respect to the reference image according to \( C_k \), a function taking as arguments one or more of the following cues: the matching cost curve \( c \), reference left \( L \) and right image \( R \) of the stereo pair, the disparity maps \( D_L \) and \( D_R \) obtained, respectively, using as reference \( L \) and \( R \).

\[
C_k(p) = f(c(p), L, R, D_L, D_R)
\]

(1)

Excluding more recent approaches based on machine-learning, a conventional confidence measure can be obtained [11] analyzing matching costs, local properties of the cost curve or of the entire curve, local minima, consistency between left and right disparity maps and distinctiveness among image pixels. Typically, a more complex analysis allows to achieve a more accurate correctness prediction. For example, the Matching Score Measure (MSM) [11], which is the simplest confidence measure, only relies on the minimum matching cost value. It has been adopted as baseline method, showing that most of the other confidence measures outperform it [11]. Another one based on very simple analysis is the Left-Right Consistency (LRC) [11], aimed at detecting inconsistent points between left and right disparity maps. This measure performs very well near depth discontinuities, and is mainly useful to detect occluded pixels. However, it is not very informative due to its discretized nature. Both measures typically fail in presence of some well-known issues of stereo matching, such as low textured areas or repetitive patterns, where multiple local minima converging to the role of minimum would yield to high confidence according to MSM. Similarly, the absence of discontinuities might lead LRC, to label a pixel as confident even if it has wrong disparities on both maps.

In our proposal, in order to predict the correctness of a disparity assignment enforcing the locality constraint, it is useful to encode match reliability with a confidence map. That is, given a confidence measure \( k \), for each pixel \( p \) belonging to the reference image \( L \), the confidence map \( M_k \in [0, 1] \) is obtained as follows:

\[
M_k(p) = \frac{C_k(p) - \min_{p \in L} C_k(p)}{\max_{p \in L} C_k(p) - \min_{p \in L} C_k(p)}
\]

(2)

Observe confidence maps we can notice that some measures apparently do not show distinctive patterns, looking like noisy images to human observers. Conversely, some others clearly present such distinctive patterns, related to particular features of the disparity map. Starting from these observations, we assume that local properties of confidence maps can be exploited to improve their reliability with respect to their original counterpart by learning specific image patterns of each measure. Such properties, within the neighborhood of a pixel \( p \), are sought in the confidence map \( M_k \) analyzing a \( N \times N \) patch centered on \( p \) with a CNN, trained to infer a new confidence estimation for the examined point.

3.2. Deep network architecture

To learn a locally consistent confidence prediction, we propose to train a custom CNN to assign the new value for the pixel under investigation, using image patches extracted from confidence maps. For this purpose we rely on a deep network architectures structured as in Figure 2.

In order to infer the final pixel-wise confidence score, in our experiments we evaluated different CNN architectures made of different convolutional layers, depending on the perceptive field of the network, and fully-connected layers. Convolutional layers extracts \( f \) feature maps by applying \( 3 \times 3 \) kernels from the input feature maps fed by the previous layer, fully-connected containing \( n \) neurons. The single final neuron is in charge of the regression stage. Each layer is followed by activation operators, in particular we used Rectifier Linear Units (ReLU) and we applied a Sigmoid operator on the output of the last neuron. Following the successful deployment of CNNs for stereo [36] and confidence estimation [26], we chose convolutional kernels of fixed \( 3 \times 3 \) size and we did not include any pooling operator. The remaining hyper-parameters of our architecture, such as the size of the perceptive field and the number of neurons, have been tuned during the experimental phase.
Given a patch of size $N \times N$, referred to as $P_{M_k(p)}^{N \times N}$, extracted from a confidence map $M_k$ centered on pixel $p$, the value predicted by the network is:

$$M_k(p) = F(P_{M_k(p)}^{N \times N}) \in [0,1]$$

where $F(P_{M_k(p)}^{N \times N})$ is the output of the network processing $P_{M_k(p)}^{N \times N}$. According to this terminology, we will refer, for example, to the learned version of the PKRN confidence measure as PKRN$^+$ (PKRN plus).

In testing, after the network has been trained, we replace the fully-connected layers with convolutional layers made of $1 \times 1$ kernels. This new model is functionally identical to the one used for training but, with the same network, it allows to process input of different size enabling a single forward pass of the full resolution confidence map $M_k$ rather than forwarding all the single $P_{M_k(p)}^{N \times N}$ patches. This strategy greatly reduces the time required to obtain the final confidence map $M_k$. The absence of pooling allows us to maintain full resolution output by applying zero-padding to the original $M_k$ according to the size of the perceptive field.

4. Experimental results

In this section we describe in detail the methodology adopted for the training phase on a subset of the KITTI 12 [7] dataset. Then, we compare, on KITTI and Middlebury datasets, the learned confidence measures to their original counterparts\(^1\). In particular, we evaluate the performance in terms of correctness prediction by analyzing the Area Under Curve (AUC) \([11]\) on the remaining images of the KITTI 12 [7] dataset as well as on the whole KITTI 15 [17] and Middlebury 14 [28] datasets without re-training the networks.

Since the ground-truth is required for training and for AUC evaluation, as common in this field [9, 22, 26, 25], for each considered dataset we rely on the evaluation training sets of KITTI 12 (194 images, 25 for training and 169 for testing), KITTI 15 (200 images) and Middlebury 14 (15 images). Moreover, we compute confidence measures according to the output of two algorithms: AD-CENSUS, aggregating matching costs (computed with the Hamming distance on $5 \times 5$ census transformed image patches) on a fixed support region of size $5 \times 5$, and MC-CNN algorithm [36].

4.1. Training phase

For each confidence measure we trained the CNN, on a subset of the KITTI 12 dataset, according to \textit{stochastic gradient descent}, in order to minimize the \textit{binary cross entropy}, with batch size set to 128 patches. Each network ran 15 training \textit{epochs} with a \textit{learning rate} equal to 0.003, reduced by a factor 10 after the 11\textsuperscript{th} epoch, a \textit{momentum} of 0.9 and shuffled the training examples before the training phase. Network models and training phase have been implemented with the Torch 7 framework [2].

In our experiments we tested different amounts of training data to generate learned confidence maps and we achieved the best results considering 25 stereo images (i.e., from frame 000000 to 000024) of the KITTI 12 dataset [7]. Increasing the training set did not improve noticeably the quality of the learned confidence measures. From these 25 frames, we extracted patches centered on pixels with available ground-truth, obtaining approximately 2.7 million samples for each confidence measure. Patches centered on points having a disparity error $\leq 3$ (following the threshold suggested in [7,17]) are labeled as \textit{con}	extit{fident} and encoded as ones, the remaining as zeros.

In our evaluation we considered 18 state-of-the-art standalone confidence measures and 5 approaches based on machine-learning. Regarding the first group, they are: Matching Score Measure (MSM), Peak Ratio (PKR) and Peak Ratio Naive (PKRN), Winner Margin (WMN) and Winner Margin Naive (WMNN), Negative Entropy Measure (NEM), Number Of Inflection points (NOI), Maximum Margin Naive (MMN), Maximum Likelihood Measure (MLM), Attainable Maximum Likelihood (AML), Curvature (CUR), Local Curve (LC), Left Right Consistency (LRC), Left Right Difference (LRD), Distinctive Similarity Measure (DSM), Uniqueness Constraint (UC), Self-Aware Matching Measure (SAMM) and Perturbation (PER). Excluding PER [9], UC [3] and LC [33] the other confidence measures have been reviewed in [11]. Regarding the specific parameters setting, we set $\sigma_{MLM} = 0.3$ and $\sigma_{AML} = 0.1$ as suggested in [11], $s_{PER} = 120$, $\gamma = 480$ for LC as suggested in [9]. SAMM has been computed in its symmetric version, within the range $[-\frac{d_{\text{max}}}{2}, \frac{d_{\text{max}}}{2}]$, as suggested by the authors.

Regarding confidence measures based on machine-learning we considered Ensemble [9] (in its more effective configuration with 23 features), GCP [31], Park [22] (in its more effective configuration with 22 features) and the two methods proposed in [25] and [26] referred, as respectively, $OI$ and $CCNN$. We implemented these 5 approaches following exactly the guidelines reported in each paper and trained, as for our proposal, each one on the same 25 images of the KITTI 12 dataset. Before being fed to the deep network, each confidence map was normalized according to equation 2.

The AUC values reported in Section 4.2 and Section 4.3 for AD-CENSUS and in Section 4.4 for MC-CNN were obtained tuning the previously described hyper-parameters of our network as follows: 9 $\times$ 9 perceptive field, $f = 128$ kernels per convolutional layer, $n = 384$ neurons (i.e., 1 $\times$ 1 kernels at test time) per fully-connected layer. The 9 $\times$ 9 perceptive field enabled to achieve on average the best per-

\(^1\)Source code and trained networks available on http://vision.dial.unibo.it/~mpoggi/code.html
The resulting CNN architecture has more than 600 thousand parameters and, with a full resolution confidence map of the KITTI dataset, it requires just 5 GB of memory and about 0.1 sec to infer a new confidence estimation with a Titan X GPU.

Finally, we stress the fact that in our experimental evaluation we performed a single training procedure on 25 images of the KITTI 12 dataset even when dealing with different datasets (i.e., KITTI 15 and Middlebury 14) and the remaining 169 images of KITTI 12.
4.2. Evaluation of stand-alone confidence measures

We assess the effectiveness of confidence measures performing ROC curves analysis, a commonly adopted evaluation protocol in this field [11, 9, 31, 22, 26, 25]. In particular, given a confidence map, the image points are sorted in descending order according to their confidence values. Then, top 5\% are extracted and the error rate is computed as the ratio between the number of pixels with disparity errors larger than 3 (the standard threshold suggested for KITTI datasets [7, 17], maintained also on Middlebury 14 to be compliant with the training protocol) and the currently processed points, repeating this phase for the top 10\%, 15\% and so on. Ties are managed by including all pixels having the same confidence value (resulting in an horizontal curve). The AUC encodes the effectiveness of a confidence measure: the lower the AUC, the better is the estimation. Given the percentage $\epsilon$ of erroneous pixels in the disparity map, setting in our experiments threshold 3, the optimal AUC value can be obtained [11] as:

$$AUC_{opt} = \epsilon + (1 - \epsilon) \ln (1 - \epsilon)$$  \hspace{1cm} (4)

Figure 3 summarizes the experimental results with AD-CENSUS on the 3 datasets involved in our evaluation. On the left we report results concerning the KITTI 12 dataset (the remaining 169 stereo pairs out of 194, being 25 used for training), in the middle concerning KITTI 15 dataset (200 stereo pairs, none involved in training), on the right concerning Middlebury 14 dataset (15 stereo pairs, none involved in training). Given a confidence measure $k$ belonging to the pool of 18 stand-alone measures considered, two bars are depicted, related to the average AUC achieved by the original measure ($AUC_k$, in blue) and the one obtained after being processed by our framework ($AUC_k^*$, in green). The red line represents the optimal value ($AUC_{opt}$), computed according to equation 4. The closer the AUC is to $AUC_{opt}$, the more effective the confidence measure is. The charts in Figure 3 show that our method always improves the effectiveness of each confidence measure, achieving a lower AUC on all the datasets. To perceive more clearly the benefits yielded by our framework, we report in detail the AUCs in Table 1. Each row is related to a single stand-alone confidence measure, the final row contains $AUC_{opt}$ values. The table is organized into three main blocks, each one related to one of the charts shown in Figure 3 (left: KITTI 12, middle: KITTI 15, right: Middlebury 14). For each dataset, each row reports the original confidence measure $AUC_k$, the learned counterpart $AUC_k^*$ and the the improvement $\Delta_k$, defined in 5, yielded by our frameworks with respect to the optimal AUC (i.e. $AUC_{opt}$, last row of the table).

$$\Delta_k = \frac{AUC_{opt} - AUC_k^*}{AUC_{opt} - AUC_k}$$  \hspace{1cm} (5)

According to 5, given a confidence measure, a $\Delta_k = 100\%$ improvement would be achieved by our framework obtaining the optimal $AUC_{opt}$. Concerning the evaluation on KITTI 12 dataset, we can observe how $\Delta_k$ is always greater than 25\%. In particular, the worst case is represented by NEM measure, being the AUC of NEM $25.67\%$ closer to $AUC_{opt}$ with respect to the original version. For 6 measures (i.e., PKRN, MSM, MLM, PER, DSM, and NOI) our framework yields an improvement between 30\% and 50\% and for the remaining 11 measures we report major improvements, up to 72.25\% comparing CUR with CUR$^*$. Extending the analysis to the remaining datasets, the same behavior is confirmed for all the examined confidence measures. In particular, observing the results concerning KITTI 15 dataset, NEM and NOI yield the smaller improvements, respectively with a $\Delta_k$ of 13.75\% and 14.36\%, PER$^+$ achieves an improvement close to 30\%, 5 measures (i.e., PKRN, MSM, MLM, DSM and WMN) obtain a $\Delta_k$ between 30\% and 50\% and the remaining measures yield major gains, up to 69.76\% deploying CUR$^*$. Finally, we report a further cross validation on Middlebury 14, the most challenging dataset being made of indoor scenes completely different from the 25 outdoor scenes of KITTI 12 seen during the training phase. In this case there are 6 measures (i.e., MSM, MLM, PER, NEM, DSM and NOI) with a $\Delta_k$ between 14\% and 30\%, PKRN, WMN and WMNN between 30 and 50\% and the remaining 9 measures showing major improvements, up to 74.91\% achieved by UC$^+$. 
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provides a qualitative comparison between PKR and KITTI 12 (169/194). AUC shows the results on the three datasets with AD-CENSUS. (a) Evaluation on KITTI 12 images excluded from training (169 frames, from 000025 to 000193), (b) evaluation on KITTI 15 (200 frames), (c) evaluation on Middlebury 14 (15 frames). In blue the AUC for the original confidence measure (e.g., $AUC_{GCP}$ [31]), in green the AUC related to its learned counterpart (e.g., $AUC_{GCP^+}$). In red, optimal AUC values ($AUC_{opt}$) computed according to 4.

<table>
<thead>
<tr>
<th>Confidence measure</th>
<th>KITTI 12 (169/194)</th>
<th>KITTI 15 (200/200)</th>
<th>Middlebury 14 (15/15)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$AUC_k$ ($AUC_{k^+}$)</td>
<td>$\Delta_k$</td>
<td>$AUC_k$ ($AUC_{k^+}$)</td>
</tr>
<tr>
<td>Ensemble [9]</td>
<td>0.214929 (0.127682)</td>
<td>81.44%</td>
<td>0.186504 (0.109991)</td>
</tr>
<tr>
<td>GCP [31]</td>
<td>0.152764 (0.138078)</td>
<td>32.66%</td>
<td>0.139611 (0.124286)</td>
</tr>
<tr>
<td>Park [22]</td>
<td>0.144077 (0.132393)</td>
<td>32.21%</td>
<td>0.131662 (0.117529)</td>
</tr>
<tr>
<td>O1 [25]</td>
<td>0.127645 (0.124695)</td>
<td>14.87%</td>
<td>0.108812 (0.105893)</td>
</tr>
<tr>
<td>CCNN [26]</td>
<td>0.123612 (0.121257)</td>
<td>14.90%</td>
<td>0.105645 (0.103645)</td>
</tr>
<tr>
<td>Optimal</td>
<td>0.107802</td>
<td></td>
<td>0.088357</td>
</tr>
</tbody>
</table>

Table 2. Average AUC for the considered 5 confidence measures based on machine-learning based on the 3 datasets with AD-CENSUS. The table is split into three blocks: left block reports evaluation on KITTI 12 images excluded from training (169 frames, from 000025 to 000193), middle block reports evaluation on KITTI 15 (200 frames), right block reports evaluation on Middlebury 14 (15 frames). Each block contains AUC for the original measure ($AUC_k$), the outcome of our framework ($AUC_{k^+}$) and the improvement ($\Delta_k$) yielded by our proposal, with respect to $AUC_{opt}$, computed according to equation 5.

Figure 4 provides a qualitative comparison between PKR confidence measure and its learned counterparts PKR$^+$ on the Piano stereo pair from Middlebury 14. Observing the figure we can clearly notice the improvements yielded by our framework exploiting local consistency. Confidence values are much more smooth and consistent (e.g., the floor, the lampshade, the piano and its bench). Moreover, we can also notice how our framework can recover from gross failures of the original confidence measure (e.g., the portion of the wall at the top-right corner of the image).

4.3. Evaluation of confidence measures based on machine-learning

Once assessed the effectiveness of our proposal on standalone measures, we extended our evaluation considering 5 state-of-the-art confidence measures based on machine-learning: Ensemble [9], GCP [31], Park [22], O1 [25] and CCNN [26]. As already pointed out, we adopt for this evaluation the same protocol for training and testing. In this case, we train the original 5 considered confidence measure on the same 25 images used to train our framework (frames from 000000 to 000024 of KITTI 12).

Figure 5 shows the results on the three datasets with AD-CENSUS, reported in detail in Table 2, according to the same methodology described in Section 4.2. Observing the figure we can clearly notice that our proposal always outperforms significantly the 5 original confidence measures on all the three datasets. The improvements are remarkable also for top-performing confidence measures O1 and CNN being $\Delta_k$, respectively, greater than 14% and 9% in the worst case. For the other 3 confidence measures the improvement is, in the worst case, greater than 28% for Park, almost 27% for GCP and greater than 46% for Ensemble that, in the best case, improves by more than 81% with our framework. Interestingly, the learned Ensemble$^+$ confidence measure is able to outperform the original GCP and Park approaches on KITTI 12 and KITTI 15. This further evaluation confirms the effectiveness of our proposal even with the 5 confidence measures based on machine learning. Moreover, comparing the results reported in Table 1 and
we provide additional experimental results on KITTI 12, KITTI 15, and Middlebury 2014. This means that the proposed framework is not only able to significantly improve the effectiveness of each considered confidence measure, but in many cases it enables to achieve even more accurate prediction by processing a single confidence measure rather than by combining multiple ones as done by the three machine-learning approaches Ensemble [9], GCP [31] and Park [22].

Finally, we report in Figure 6 the average improvement $\Delta_k$ achieved by our networks on Middlebury 14 as a function of the amount of training data. Observing the figure we can notice that we obtain the best performance with 25 frames and, more interestingly, our networks trained only on 5 frames achieve an average improvement greater than 35%.

### 4.4. Evaluation with MC-CNN

In Table 3 we provide additional experimental results concerned with state-of-the-art cost function MC-CNN [35, 36]. We trained our networks on the same amount of data (i.e., 25 images of KITTI 12 dataset) and followed the same cross-validation protocol adopted with the AD-CENSUS algorithm. Due to the lack of space, we report for MC-CNN only the average improvement $\Delta_k$ on the three datasets. The table confirms that, even with the more accurate MC-CNN algorithm, our proposal achieves notable improvements on each of the 23 examined confidence measures with $\Delta_k$ ranging from $\approx 10\%$ (LC$^+$ in the worst case) to more than $77\%$ (CUR$^+$ in the best case). Focusing on approaches based on machine-learning we can also notice that our proposal yields improvements from 10.6% (CCNN$^+$ in the worst case) to more than 74% (Ensemble$^+$ in the best case).

### 5. Conclusions

In this paper we have proposed a methodology aimed at improving the effectiveness of confidence measures for stereo by exploiting local consistency. Our framework, leveraging on a deep network, is able to learn and improve the local behavior of confidence measures and, to the best of our knowledge, it is the first method to move beyond single pixel-wise confidence estimation performed by other approaches. The exhaustive experimental evaluation with two stereo algorithms, including a cross-validation on two additional datasets, shows that our method enables remarkable improvements on each of the 23 state-of-the-art confidence measures and on each dataset. This confirms the assumption made in this paper: confidence maps are locally consistent and a deep network can learn how to exploit this fact. In particular, results reported with state-of-the-art confidence measures based on machine-learning set the bar a further step closer to optimality paving the way to further improvements in this field.
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