See the Forest for the Trees: Joint Spatial and Temporal Recurrent Neural Networks for Video-based Person Re-identification
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Abstract

Surveillance cameras have been widely used in different scenes. Accordingly, a demanding need is to recognize a person under different cameras, which is called person re-identification. This topic has gained increasing interests in computer vision recently. However, less attention has been paid to video-based approaches, compared with image-based ones. Two steps are usually involved in previous approaches, namely feature learning and metric learning. But most of the existing approaches only focus on either feature learning or metric learning. Meanwhile, many of them do not take full use of the temporal and spatial information. In this paper, we concentrate on video-based person re-identification and build an end-to-end deep neural network architecture to jointly learn features and metrics. The proposed method can automatically pick out the most discriminative frames in a given video by a temporal attention model. Moreover, it integrates the surrounding information at each location by a spatial recurrent model when measuring the similarity with another pedestrian video. That is, our method handles spatial and temporal information simultaneously in a unified manner. The carefully designed experiments on three public datasets show the effectiveness of each component of the proposed deep network, performing better in comparison with the state-of-the-art methods.

1. Introduction

The person re-identification research aims to develop methods for matching pedestrian images/videos under two non-overlapping cameras. It draws increasing attention in computer vision because of a wide range of potential applications, such as the security in public places and criminal investigation. And more importantly, deep neural networks have shown to be effective for person re-identification, and have achieved much better performance than traditional methods [1, 3, 9, 12, 13, 18, 25, 36, 38].

In general, person re-identification methods can be classified into two categories, i.e., single static image-based approaches and the video-based ones. A large portion of existing works lies in the former category [0, 11, 12, 13, 16, 23, 26, 33, 53] while only a few belong to the latter. Actually, video-based person re-identification is closer to practical applications since we do not need to manually pick out the desired im-

Figure 1: The top tries to explain that different frames in an image sequence provide different information. In this case, we want to recognize a girl wearing skirt. So “good” frames are those where the girl can be clearly watched, marked by green ticks. While “bad” ones are marked by red crosses and less important ones are marked by gray questions. The bottom is to illustrate that when matching two image sequences, we need to consider the surrounding pixels around each location. The figures throughout this paper are best viewed in colors.
ages in a video, which are used to compare with images in another video. Furthermore, videos contain richer information than a single image \cite{13, 20}, which is beneficial for identifying a person under complex conditions, including occlusions, and the changes of illumination and viewpoint. Therefore, in this paper we will focus on video-based person re-identification.

Person re-identification methods generally involve two key steps, namely feature learning and metric learning. Feature learning aims at designing algorithms to generate discriminative features. Two pedestrian videos are matched if the distance/similarity between their features is the smallest/highest in the gallery set. While metric learning refers to develop metrics through which the similarity between two matched videos of the same pedestrian is higher than that between videos of different pedestrians. Most previous works on video-based person re-identification \cite{22, 29, 37} pay attention to feature learning or metric learning independently. A recent trend is to design a deep neural network, say Convolutional Neural Network (CNN) \cite{17} or Recurrent Neural Network (RNN) \cite{26}, to learn features \cite{23, 39} or metrics \cite{31}. In this paper, to leverage the merits of both feature learning and metric learning, we construct an end-to-end deep neural network architecture to learn them simultaneously.

As shown on the top of Figure 2, in a given image sequence, we observe that not all images are informative. The previous methods may be even confused if the occlusion is heavy. In this case, it is natural to expect that the desired person re-identification method can focus on those “good” images, which present relatively clear foreground. Hence in this paper we implement this idea by a temporal attention model (TAM), which exploits the temporal recurrent neural network \cite{33} to assign a changeable weight to different frames in an image sequence. This enables the proposed method to selectively pay attention to more relevant images, thus further improving the performance of feature learning.

When comparing the similarity between two image sequences, the common way is to calculate the distance between their feature representations, which ignores the spatial difference during the sequence. As pictured on the bottom of Figure 2, in this paper the similarity between two corresponding location in a pair of image sequences is the integration of the surrounding information. Therefore, the proposed method is able to perform better metrics. We achieve this goal by the spatial recurrent model (SRM), which sweeps the image sequence along predefined directions.

We summarize the contributions of this work in three folds as follows.

1. Using the temporal attention model (TAM), we can measure the importance of each frame in a pedestrian video, which is useful for choosing more informative frames and thus improving feature learning.

2. The spatial recurrent model (SRM) is beneficial for exploring contextual information, which has been experimentally demonstrated effective for metric learning.

3. Feature learning and metric learning are incorporated into an end-to-end deep architecture, together with the aforementioned TAM and SRM, which achieves better results than the state-of-the-art methods.

The rest of this paper is organized as follows. In Section 2, we will review related works. Section 3 will first present the overall architecture of the proposed method, and then explain each important component in more details. Experimental results on three public datasets will be given in Section 4. At last we conclude this paper in Section 5.

2. Related Work

In this section, we first review some related works in person re-identification, especially those video-based methods and deep neural network based methods. Then we describe related works about spatial RNNs and temporal RNNs.

2.1. Person Re-identification Methods

Wang et al. \cite{29} aim at selecting discriminative video fragments. They firstly choose the frames with the maximum or minimum flow energy, which is computed by optical flow fields. These selected frames, together with their contextual frames, comprise the so-called video fragments. HOG3D \cite{16} is chosen as the feature extraction method for each video fragment. The similarity between two videos is the highest similarity between their video fragments. Liu et al. \cite{22} try to extract features that encode the spatially and temporally aligned appearance of a pedestrian. They firstly detect the walking cycles by using the regulated flow energy profile and then split the whole video into segments. As to spatial alignment, the human body is described by six rectangles corresponding to the different body parts.

McLaughlin et al. \cite{24} build a CNN to extract features of each frame and then apply an RNN to exploit the temporal information. A temporal pooling layer is adopted to summarize the output feature at each time step as the final representation. The input is a pair of image sequences and their corresponding optical flows. Besides the matching loss, each stream has an individual identity loss. Wu et al. \cite{31} present a similar network architecture. Given a pair of pedestrian videos, they jointly train the convolution network and the recurrent layer to learn spatial-temporal features and the corresponding similarity.

Wang et al. \cite{28} evaluate two different strategies for image-based person re-identification, i.e., single-image and cross-image representations. The former is learned by an identity classification task and the latter is obtained by a
matching task. They mix these two strategies together to learn features and metrics simultaneously and obtain better results than any individual one does.

The proposed method in this paper avoids evaluating frames by hand-crafted features as [29]. It learns the weight of each frame by the temporal RNN. Based on these learned weights, the input of each time step of the temporal RNN is the weighted average of the image sequence. This can be regarded as an implicitly temporal alignment as [22]. As shown in Figure 2, our model is built upon [23, 28]. It accepts a triplet of image sequences as the inputs. After extracting features by a CNN, we apply a temporal RNN to improve feature learning. Meanwhile, spatial RNNs are exploited to learn a good metric. Therefore, the proposed method jointly performs feature learning and metric learning, and integrates both temporal and spatial information at the same time.

2.2. Spatial RNNs and Temporal RNNs

Except those exploiting RNNs for video-based person re-identification [23, 41], there are some other different RNNs in image-based approaches. Liu et al. [41] apply an attention model to learn the weight of each pixel in an image. Haque et al. [2] use an attention model for the depth data, which learns for localizing a specific region. In this paper, we use a similar attention mechanism as in [35], which attempts to describe a video with proper words. The proposed method selectively focuses on truly relevant frames as shown on the top of Figure 2.

There are several works running an RNN spatially over a feature map. Byeon et al. [5] propose an RNN that sweeps horizontally and vertically in both directions across an image. Visin et al. [27] take a similar mechanism to consider the surrounding information for semantic segmentation. Bell et al. [3] exploit spatial RNNs to compute contextual features for object detection. In this paper, to measure the similarity between two image sequences, we employ spatial RNNs to integrate the surrounding similarities around each location within the same frame and the similarities through contextual frames.

3. The Proposed Method

In this section, we first present the overall architecture of the proposed method, and then explain each of its important components in more details.

3.1. Overall Architecture

Supposing each image sequence is represented as $x = \{x_t | x_t \in \mathbb{R}^D\}_{t=1}^T$. $T$ is the length of the image sequence and $D$ is the dimension of images. As shown in Figure 2, the proposed method accepts a triplet of image sequences as the inputs. In each stream, we first employ a CNN to extract
the feature of each image \( x_i \). We select CaffeNet\(^\text{1}\) for CNN, which is similar to AlexNet\(^\text{17}\) except that normalization layers and pooling layers exchange the position. It has five convolution layers (conv1–conv5) and two fully connected layers (fc6–fc7). We denote the CNN as \( f(x) \) and the feature map of the fc7 layer as \( f(x)_{fc7} \).

Then a temporal attention model comes into play to explore temporal features, which comprises a sub-net to learn the relevance of each frame and an RNN to learn feature representations. The RNN can be expressed by

\[
g(f(x)_{fc7}) : \mathbb{R}^{T \times D_1} \mapsto \mathbb{R}^{D_2},
\]

where \( D_1 \) and \( D_2 \) are the dimensions of the fc7 layer and the output of the RNN, respectively. The output of the temporal RNN is denoted by \( F(x) \). For feature learning, the triplet loss [23] is adopted to pull similar pairs and push away dissimilar pairs.

Meanwhile, given a pair of image sequences \( x^1 \) and \( x^j \), we develop a new stream to separately learn the metric by calculating the element-wise difference between \( f(x^1)_{pool5} \) and \( f(x^j)_{pool5} \). Then the feature maps will be fed into the spatial recurrent model, which contains six RNNs. Each RNN will sweep the feature map along a specific direction. The output is further processed to generate the final probability that the image sequence pair is of the same person or different people, which is denoted as \( M(x^1, x^j) \). In this part, the person re-identification problem is regarded as binary classification task.

During testing, the final similarity between \( x^1 \) and \( x^j \) can be calculated by

\[
S(x^1, x^j) = \frac{1}{1 + F(F(x^1), F(x^j))} + \lambda M(x^1, x^j),
\]

where \( F(\cdot, \cdot) \) is a distance measure, which is the normalized Euclidean distance in this paper. \( \lambda \) is the trade off between feature learning and metric learning, which is empirically set to 1 in the experiments.

### 3.2. Temporal Attention Model (TAM) for Feature Learning

To selectively focus on the most relevant images, an attention mechanism is applied to explore the temporal structure of the given image sequence. The whole process of TAM is shown in Figure 3. It consists of two parts, i.e., the attention unit and the RNN unit. At each time step \( t \), the attention unit accepts \( \{f(x_i)_{fc7}\}_{i=1}^T \) as the input and generates a weighted average of these features, i.e.,

\[
\bar{x}_t = \sum_{i=1}^T \omega_{t,i} f(x_i)_{fc7},
\]

where \( \{\omega_{t,i}\} \) is learned by a sub-net as shown in Figure 4. \( h_{t-1} \) is the hidden state of the RNN at time step \( t-1 \). \( U f(x)_{fc7}, V h_{t-1} \) and \( W z_{t-1} \) are obtained by the fully connected layers. The softmax operation is used to guarantee that \( \sum_{i=1}^T \omega_{t,i} = 1 \).

Then \( \bar{x}_t \) is fed into an RNN, where the Long Short-Term Memory (LSTM) network [26] is adopted. The LSTM network is able to summarize useful information within a long-range sequence. The final representation of the image sequence is the temporal average pooling of its output at each time [28].

\(^1\)http://caffe.berkeleyvision.org/model_zoo.html
3.3. Spatial Recurrent Model (SRM) for Metric Learning

In this paper, the SRM is designed to deal with videos and for metric learning, which contains six spatial RNNs. As pictured in Figure 5, given a pair of inputs, $f(x^i)_{pool5}$ and $f(x^j)_{pool5}$ are mixed together by element-wise minus. The resulting feature map can be regarded as the initial dissimilarity map, followed by a convolution layer with a kernel size of $1 \times 1$. Six copies of the feature map are fed into six spatial RNNs, respectively. Each spatial RNN sweeps the feature map along a specific direction as shown in the figure, i.e., forward and backward, from left to right and the opposite, from bottom to top and the opposite. Afterwards, the output of each spatial RNN is stacked together. Another convolution layer with a kernel size of $1 \times 1$ follows to summarize the contextual features. A fully connected layers are placed at the end to capture high-order spatial relationships within the contextual features.

Figure 5: The complete process of the spatial recurrent model for metric learning. There are six spatial RNNs, rendered by different colors. Reshape operations are ignored for better illustration. More details can be found in the context.

Figure 6: Demonstration of how the spatial RNN works. There are six directions, indicated by different colors. Each volume represents a location in the feature map.

Figure 7: By convolving the stacked outputs of six spatial RNNs with a kernel size of $1 \times 1$, we obtain the integrated difference at each location.

Figure 6 illustrates how each spatial RNN works. Each direction is rendered by a specific color. The left is the input feature map for spatial RNNs. The numbers in yellow stand for the order along each direction. The middle shows the process of an RNN. It accepts the inputs with the given order and generates the outputs with the same order. The right expresses that these outputs are placed as the same order as the inputs in the feature map. The LSTM network is selected for RNNs here.

The outputs of six spatial RNNs are then stacked together before a convolution layer with an $1 \times 1$ kernel, producing the so-called contextual feature. We further explain the meaning of this convolution. As demonstrated in Figure 7, each location in the stacked feature map stands for the integrated difference along a specific direction. Thus each location in the feature map of the convolution layer is a combination of its six surrounding information. With the help of the proposed SRM, the learned metric will be less sensitive.
Datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>iLIDS-VID</th>
<th>PRID2011</th>
<th>MARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>#identities</td>
<td>300</td>
<td>200</td>
<td>1,261</td>
</tr>
<tr>
<td>#track-lets</td>
<td>600</td>
<td>400</td>
<td>21K</td>
</tr>
<tr>
<td>#boxes</td>
<td>44K</td>
<td>40K</td>
<td>1M</td>
</tr>
<tr>
<td>#distractors</td>
<td>0</td>
<td>0</td>
<td>3K</td>
</tr>
<tr>
<td>#cameras</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>#resolution</td>
<td>64 × 128</td>
<td>64 × 128</td>
<td>128 × 256</td>
</tr>
<tr>
<td>#detection</td>
<td>hand</td>
<td>hand</td>
<td>algorithm</td>
</tr>
<tr>
<td>#evaluation</td>
<td>CMC</td>
<td>CMC</td>
<td>CMC &amp; mAP</td>
</tr>
</tbody>
</table>

Table 1: The basic information of three datasets to be used in our experiments.

to illumination changes and occlusions.

4. Experiments

We evaluate our proposed method on three public video datasets. The first part is to verify the effectiveness of the proposed method and its components. And then we compare our method with the state-of-the-art methods. The experiment results demonstrate that the proposed method can enhance the performance of both feature learning and metric learning and outperforms previous methods.

4.1. Datasets

The basic information of three datasets is listed in Table 1 and some samples are displayed in Figure 8.

The iLIDS-VID dataset [29] comprises 600 image sequences of 300 subjects. Each image sequence has a variable length ranging from 23 to 192 frames, with an averaged number of 73. This dataset is challenging due to clothing similarities among people and random occlusions.

The PRID2011 dataset [11] consists of 385 identities in camera A and 749 in camera B. 200 identities appear in both cameras, constituting of 400 image sequences. The length of each image sequence varies from 5 to 675. Following [39], sequences with more than 21 frames are selected, leading to 178 identities.

The Motion Analysis and Re-identification Set (MARS) [39] is a newly released dataset for video-based person re-identification. There are 1,261 pedestrians who are captured by at least 2 cameras. The bounding boxes are generated by a DPM detector [10] and a GMM-CP tracker [8]. Among 20,715 track-lets, 3,248 distractor track-lets are produced due to false detection or tracking.

4.2. Implementation Details

We select caffe [14] to implement experiments. CaffeNet is adopted for CNN and LSTM for RNN. The length of an image sequence is experimentally set to 6. The image sequence is randomly selected in a track-let. The dimensions of the fc6 layer and fc7 layer are set to 1,024.

We follow the same protocol [29] for the iLIDS-VID and PRID2011, namely both datasets are evaluated over ten train/test partitions. Each partition splits the dataset into two equivalent parts, one for training and the other for testing. The same experimental setup [39] is adopted for the MARS, i.e., 625 subjects for training and the others for testing. And there are totally 1,980 predefined track-lets in the gallery set. The pedestrians in the training set and testing set are non-overlapping for all three datasets. Images are firstly resized to 227 × 227 to adjust CaffeNet. We also implement mirror for data augmentation. To accelerate converge, hard negative mining [24] is employed.

Testing a person re-identification system is a ranking problem. Given a query in camera A, we need to calculate the similarity between the query and each candidate in the gallery set in another camera B. The expectation is that the candidates of the same pedestrian in camera B will rank at the top. To evaluate the performance, the Cumulative Matching Characteristic (CMC) [8] curve and Mean Average Precision (mAP) [8] are performed. The CMC curve represents the expectation of the true matching being found within the first \( n \) ranks. mAP takes recall into consider when multiple ground truths exist. In our case, CMC and mAP are equivalent for the iLIDS-VID and PRID2011 because they only contain one ground truth in the gallery set while in the MARS multiple ground truths exist. Therefore, both mAP and CMC will be reported for the MARS and CMC is evaluated for the iLIDS-VID and PRID2011.

4.3. Effectiveness of Each Component

Table 2 summarizes the quantitative performance of the baseline methods on the MARS dataset. “CNN” refers to use a CNN to extract features of each frame and measure the similarity by the Euclidean distance. The representation of an image sequence is obtained by using the average
<table>
<thead>
<tr>
<th>Dataset</th>
<th>MARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank@R</td>
<td>R = 1</td>
</tr>
<tr>
<td>CNN</td>
<td>58.5</td>
</tr>
<tr>
<td>CNN+RNN</td>
<td>60.3</td>
</tr>
<tr>
<td>CNN+TAM</td>
<td>62.7</td>
</tr>
<tr>
<td>CNN+DIFF</td>
<td>63.0</td>
</tr>
<tr>
<td>CNN+SRM</td>
<td>64.2</td>
</tr>
<tr>
<td>ALL</td>
<td>70.6</td>
</tr>
</tbody>
</table>

Table 2: Performance of baseline methods on the MARS dataset.

temporal pooling. “CNN+RNN” means that instead of using temporal pooling, an RNN is applied to further process the features and generate the representation of the image sequence. “CNN+TAM” is on top of “CNN+RNN” by exploiting the temporal attention model. “CNN+DIFF” is to directly uses a fully connected layer instead of the spatial RNNs within the SRM after the CNN. “CNN+SRM” is beyond “CNN+DIFF” by using the spatial recurrent model. “ALL” is the proposed full architecture as pictured in Figure 2. Figure 9 shows the CMC curves of these baseline methods on the MARS dataset. It is easy to draw the following conclusions from the above experimental results.

1. By comparing “CNN”, “CNN+RNN” and “CNN+TAM”, we can conclude that the recurrent attention model works, i.e., it can help to pick out relevant frames.
2. “CNN+SRM” performs better than “CNN+DIFF”, which tells that the spatial recurrent model helps to learn better metrics.
3. “ALL” performs the best, which indicates that joint feature learning and metric learning is better than performing them separately.

Figure 10 provides four examples of retrieving. The query in the first row is heavily occluded during the image sequence. The image sequence for the second query suffers apparent illumination changes compared with the matched candidates. The third and fourth query image sequences contain multiple evident pedestrians. Our method succeeds in finding correct matched candidates at the top rank in the first three examples, which shows the robustness of the proposed method with respect to occlusions and illumination changes. The last query fails to retrieve the same pedestrian in another camera. The reason may be that the query contains two equivalent identities in the whole image sequence. Our model can not distinguish whether it is the boy or the girl we want to recognize. In fact, our method has found the girl in the first, sixth and seventeenth candidates.

4.4. Comparison with the State-of-the-art Methods

Table 3 summarizes the comparison of our method with the state-of-the-art methods. The results on the iLIDS-VID and PRID2011 are obtained by finetuning a pretrained model on the MARS. Wang et al. [29] and Wang et al. [30] propose the so-called flow energy to measure the importance of each frame and accordingly select video fragments. Li et al. [22] consider the temporal alignment and build a spatial-temporal representation for each video. Karanam et al. [15] propose to learn a dictionary that tries to encode features discriminatingly and solve the problem of viewpoint variations. You et al. [37] try to decrease the intra-class difference of nearby positive samples and push away the nearest negative samples. Mclaughlin et al. [23] and Wu et al. [31] take a similar deep neural network architecture, i.e., a CNN followed by an RNN. Zheng et al. [39] employ ID-discriminative Embedding to directly train a classification model. We achieve the best performance on both MARS and PRID2011, and the comparable result on the iLIDS-VID. The reason for the latter may be that Mclaughlin et al. [23] use both color images and the corresponding optical flows while we only use color images. In the future, we will try to combine multiple features as the inputs.

5. Conclusion

In this paper, we have proposed an end-to-end deep neural network architecture, which integrates a temporal attention model to selectively focus on the discriminative frames and a spatial recurrent model to exploit the contextual information when measuring the similarity. We carefully designed experiments to demonstrate the effectiveness of each component of the proposed method. In comparison with the state-of-the-art methods, our method performs the best, which shows that the proposed temporal attention model is
Figure 10: Retrieval results of the proposed method in the testing set of MARS. Image sequences in the first column represent the query. The second column contains candidates in the gallery, where a single image stands for an image sequence for visual-pleasing. Candidates with green boxes indicate that they belong to the same pedestrian as the query. While the red boxes refer to wrong matched image sequences. The images with blue boxes imply that they are distractors, which negatively affect the accuracy.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>iLIDS-VID R = 1</th>
<th>R = 5</th>
<th>R = 20</th>
<th>PRID2011 R = 1</th>
<th>R = 5</th>
<th>R = 20</th>
<th>MARS R = 1</th>
<th>R = 5</th>
<th>R = 20</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [22]</td>
<td>34.5</td>
<td>56.7</td>
<td>77.5</td>
<td>37.6</td>
<td>63.9</td>
<td>89.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Liu et al. [22]</td>
<td>44.3</td>
<td>71.7</td>
<td>91.7</td>
<td>64.1</td>
<td>87.3</td>
<td>92.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Karanam et al. [15]</td>
<td>25.9</td>
<td>48.2</td>
<td>68.9</td>
<td>40.6</td>
<td>69.7</td>
<td>85.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wang et al. [30]</td>
<td>41.3</td>
<td>63.5</td>
<td>83.1</td>
<td>48.3</td>
<td>74.9</td>
<td>94.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>You et al. [37]</td>
<td>56.3</td>
<td>87.6</td>
<td>98.3</td>
<td>56.7</td>
<td>80.0</td>
<td>93.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mclaughlin et al. [23]</td>
<td><strong>58</strong></td>
<td>84</td>
<td>96</td>
<td>70</td>
<td>90</td>
<td>97</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wu et al. [31]</td>
<td>46.1</td>
<td>76.8</td>
<td>95.6</td>
<td>69.0</td>
<td>88.4</td>
<td>96.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zheng et al. [39]</td>
<td>53.0</td>
<td>81.4</td>
<td>95.1</td>
<td>77.3</td>
<td>93.5</td>
<td><strong>99.3</strong></td>
<td>68.3</td>
<td>82.6</td>
<td>89.4</td>
<td>49.3</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td>55.2</td>
<td>86.5</td>
<td>97.0</td>
<td><strong>79.4</strong></td>
<td><strong>94.4</strong></td>
<td><strong>99.3</strong></td>
<td><strong>70.6</strong></td>
<td><strong>90.0</strong></td>
<td><strong>97.6</strong></td>
<td><strong>50.7</strong></td>
</tr>
</tbody>
</table>

Table 3: Comparison with the state-of-the-art methods. The highest values are shown in boldface. The literatures in the first block are using traditional methods, while the second block contains deep neural network based methods.

useful for feature learning and the spatial recurrent model is beneficial for metric learning.

In recent years, a lot of efforts have been made to improve the performance in person re-identification. However, it is still far from being available for practical applications. Current issues include serious occlusions, heavy illumination changes, non-rigid deformation of human bodies, clothing with similar colors or textures for different persons, and different clothings for the same person. Moreover, it is time to highlight that the largest restriction for the person re-identification research is the lack of very large scale datasets where many practical issues should exist, especially when the deep neural networks become more and more popular. Consequently, our future work lies in collecting as many data as possible, covering scenes as widely as possible.
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