Abstract

Image-based precision medicine techniques can be used to better treat cancer patients. However, the gigapixel resolution of Whole Slide Histopathological Images (WSIs) makes traditional survival models computationally impossible. These models usually adopt manually labeled discriminative patches from region of interests (ROIs) and are unable to directly learn discriminative patches from WSIs. We argue that only a small set of patches cannot fully represent the patients’ survival status due to the heterogeneity of tumor. Another challenge is that survival prediction usually comes with insufficient training patient samples. In this paper, we propose an effective Whole Slide Histopathological Images Survival Analysis framework (WSISA) to overcome above challenges. To exploit survival-discriminative patterns from WSIs, we first extract hundreds of patches from each WSI by adaptive sampling and then group these images into different clusters. Then we propose to train an aggregation model to make patient-level predictions based on cluster-level Deep Convolutional Survival (DeepConvSurv) prediction results. Different from existing state-of-the-arts image-based survival models which extract features using some patches from small regions of WSIs, the proposed framework can efficiently exploit and utilize all discriminative patterns in WSIs to predict patients’ survival status. To the best of our knowledge, this has not been shown before.

1. Introduction

Recently, image-based precision medicine has become a very active field in healthcare research. Those image data include pathological images, CT images, MRIs, etc. captured from patients. The long-term goal in this research is to be able to improve the treatment quality of an individual based on his or her image data. For instance, how a new patient will survive in the context of known patients’ image data. The employment of survival prediction would allow clinicians to make early decisions on treatments which is very crucial for patients’ healthcare.

One of the most challenging problems in image-based precision medicine research is that a pathological image is of high resolution (e.g. measuring 1 million by 1 million pixels), compared to one regular image from ImageNet that usually measure less than 1000 pixels by 1000 pixels [18]. Currently, many approaches have been proposed to incorporate with patients’ imaging data for survival analysis and present more accurate predictions [25, 27, 28, 31, 33]. Due to the computation issue, the existing methods cannot directly learn discriminative patterns from WSIs and predict patients’ survival status using hand-crafted features extracted from manually labeled small discriminative patches. Apparently, the process to manually select representative patches is very labor-intensive. Moreover, one patient usually has multiple WSIs from different parts of the tissue. Because solid tumors may have a mixture of tissue architectures and structures, WSIs from the same patient actually are very heterogeneous. Therefore, only a small set of patches from manual annotations cannot completely and properly reflect the patient’s tumor morphology and has a very high risk of losing survival-discriminative patterns. Fig.1 presents an example, where both patient 1 and 2 have stage IV tumor but patient 2 has worse clinical outcome than patient 1 according to the clinical trial report. It shows that even in the same tumor stage, patients with different survival status may have very distinct visual appearances. It requires a framework that can consider large heterogeneity patterns from WSIs.

In classifying cancer subtype with WSIs, one pioneering work [8] was proposed to use a patch-level convolutional neural network (CNN) and train a decision fusion model as a two-level model for tumor classification. However, different from tumor classification, survival prediction is more challenging because the following reasons. First, survival
prediction is a regression problem where the ranking of patients’ prediction values matters [20]. While in the tumor classification task, the prediction result of one patient’s category is independent from others. Second, the information provided by different WSIs from one patient should be aggregated in survival analysis. However, in [8] the aggregation among WSIs from the same patient is not solved; Third, the ground truth label (survival time and censored status) for survival analysis is only given on patient. WSI-level and patch-level ground truth label is unknown. This complicates the survival prediction problem when training CNN due to data inefficiency.

Recent years, CNNs have seen many successful applications in computer vision [13, 6]. However, training a CNN model usually demands large volume of samples. In medical research area, the number of training samples is often very small. This makes training a CNN based survival model very challenging. Zhu et al. [31] proposed a deep convolutional survival model (DeepConvSurv) model to partly solve the problem by augmenting image patches. Multiple patches form ROIs were extracted and assigned with patients’ labels. However, DeepConvSurv can only makes patch-wise predictions. Thus, it is needed a novel method that can make patient-wise prediction from small sample size datasets.

In this paper, we propose a Whole Slide Histopathological Images Survival Analysis (WSISA) framework to predict patients’ clinical outcomes. Instead of extracting patches only from region of interests (ROIs), we adopt adaptive sampling strategy to generate numerous candidate patches from the WSIs by keeping the number of patches proportional to the WSI’s size. Since not all candidate patches are survival-discriminative, we cluster the candidate patterns by applying K-Means based on their phenotype features. To find important patches clusters, we train several deep convolutional survival (DeepConSurv) models [31]. Key clusters are then distinguished by selecting models with good survival prediction performances. Tumor might have mixed patterns and one kind of distinct pattern cannot provide satisfactory prediction power. To further improve the performance using cluster-level survival models, we aggregate the selected clusters by both applying fully-connected neural network and boosting Cox’s negative log likelihood.

Different from the state-of-the-arts images-based survival approaches which need manual annotations, the proposed framework can directly learn multiple patterns from WSIs and achieve end-to-end analysis. As we have discussed before, another challenge for survival prediction is the data inefficiency. For example, the world’s largest datasets on lung cancer only contain less than 500 patients records, deep survival methods on such small scale dataset may achieve low performance. We demonstrate that the proposed framework can easily handle this problem. To evaluate the developed framework, we conduct extensive experiments on three different datasets and two types of diseases. The main contributions of this paper can be summarized as: 1) To best of our knowledge, we for the first time develop an end-to-end manner to predict survival on WSIs. 2) The proposed method can solve the small sample dataset problem on training deep convolutional survival network. 3) Extensive experiments are conducted to evaluate the effectiveness of the developed framework on two cancer data using three large dataset. 4) Compare to information derived from molecular profiling to classify tumors and help to make clinical decisions [19, 30], gigapixel whole slide histopathological images can better present tumor growth and morphology with very clear details which can greatly benefit cancer diagnosis. However, due to computations issues, state-of-the-art survival methods cannot built models directly from WSIs, and the proposed framework can bridge this gap to be fully applied in personalized medicine.

2. Background

The goal of survival analysis is to predict the time duration until an event occurs and the event of interest is the death of a cancer patient in our study. In survival analysis,
the observation of one patient is either a survival time \((O_i)\) or a censored survival time \((C_i)\). If and only if \(t_i = \min(O_i, C_i)\) can be observed during the study, the dataset is right-censored [17]. An instance in the survival data is usually represented as \((x_i, t_i, \delta_i)\) where \(x_i\) is the feature vector, \(t_i\) is the observed time, \(\delta_i\) is the indicator which is 1 for a uncensored instance (death occurs during the study) and 0 for a censored instance.

The survival function \(S(t|x) = Pr(O \geq t|x)\) is used to identify the probability of being still alive at time \(t\) where \(x = (x_1, ... x_p)^T\) is the covariates of dimension \(p\). The hazard function is defined as

\[
h(t|x) = \lim_{\Delta t \to 0} \frac{Pr(t \leq O \leq t + \Delta t | O \geq t; x)}{\Delta t},
\]

which assesses the instantaneous rate of death at time \(t\). In the modeling methods, Cox proportional hazard model is among the most popular one. It models the hazards as \(h(t|x) = h_0(t) \exp(\beta^T x)\) where \(\beta = (\beta_1, ... \beta_p)^T\) is a vector of regression parameters and \(h_0(t)\) is the baseline hazard. \(f(x) = \beta^T x\) is also being called as risk function. To estimate the parameters \(\beta\), we can minimize the negative log partial likelihood, which is

\[
l(\beta) = -\sum_{i=1}^{n} \delta_i \left( \beta^T x_i - \log \sum_{j \in R(t_i)} \exp(\beta^T x_j) \right).
\]

where \(R(t_i)\) is the risk set at time \(t_i\), which is the set of all individuals who are still under study before time \(t_i\). Clinicians and researchers at first applied the Cox model to test for significant risk factors (e.g. gender, age) affecting survival. Then they focused on molecular profiling data to predict more and accurate survival outcomes. In order to handle with high-dimensional molecular data, feature selection methods have been adapted to Cox regression setting for censored survival data [23, 2, 1, 24, 16, 3]. Besides Cox model, two recent work MTLSA [14] and DeepSurv [12] are proposed to model more complex relationships between covariates and survival outcomes. MTLSA transforms the original survival analysis into a multi-task learning problem instead of defining the hazard function by decomposing the regression component into related classification tasks. However, the number of tasks corresponds to the maximum follow-up time of all the instances. In fact, recent cancer datasets (e.g. TCGA) are collecting patient electronic health records (EHR) with a very long follow-up time. Therefore, the multi-task learning will encounter computation issues if the follow-up time is large as it needs to learn a shared representation across all tasks at different time intervals. Katzman et al. proposed a deep fully connected network (DeepSurv) to represent the nonlinear risk function [12]. They demonstrated that DeepSurv outperformed the standard linear Cox proportional hazard model but the architecture of DeepSurv is simple and shallow to handle complex patients’ imaging data.

As pointed out in [29], tumor microenvironment is a complex milieu that includes not only the cancer cells but also the stromal cells and immune cells. All this “extra” genomic information may muddle results and therefore make molecular analysis a challenging task for cancer prognosis. Recent work [25, 27, 28] have attempted to use imaging data for survival analysis and achieve better predictions for breast and lung cancer patients. However, as we discussed before, state-of-the-arts image-based survival predictions focused on small patches and cannot exploit whole slide histopathological images (WSIs) directly and efficiently.

3. Methodology

Existing methods for survival analysis are focused on local information extracted from patches. Few work has been proposed to process the WSIs. We are for the first time developing a new effective framework for making survival prediction from WSIs. We will show that the proposed framework can catch the general information represented by
the WSIs.

3.1. The Framework

Fig. 2 illustrates the pipeline of the proposed framework. It consists of four main stages: 1) adaptively generating patches from the WSIs; 2) clustering patch candidates according to their phenotypes; 3) selecting clusters based on patch-wise survival prediction performance; 4) aggregating the selected clusters to make final prediction.

Table 1. The architecture of DeepConvSurv

<table>
<thead>
<tr>
<th>Layer</th>
<th>Filter size, stride, number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv (ReLU)</td>
<td>$7 \times 7, 3, 32$</td>
</tr>
<tr>
<td>Max-pooling</td>
<td>$2 \times 2$</td>
</tr>
<tr>
<td>Conv (ReLU)</td>
<td>$5 \times 5, 2, 32$</td>
</tr>
<tr>
<td>Conv (ReLU)</td>
<td>$3 \times 3, 2, 32$</td>
</tr>
<tr>
<td>Max-pooling</td>
<td>$2 \times 2$</td>
</tr>
<tr>
<td>FC</td>
<td>32</td>
</tr>
</tbody>
</table>

3.1.1 Sampling from WSIs

The goal in this stage is to generate candidate patches from WSIs. Unlike extracting patches only from annotated ROIs, we argue that the heterogeneous patterns and their proportions in each WSI also count. We assume that those candidate patches randomly sampled from patients WSIs can catch the main patterns and their proportions. And candidate patches from different WSIs of one patient together reflect the patient’s survival risk. We set a fixed area sampling ratio to sample the candidate patches (patch size of 512 by 512, 0.5 microns per pixel), making sure a fixed proportion of pixels are sampled from each WSI. This step and the assumptions are the basis of following steps.

3.1.2 Clustering on Phenotypes

The candidate patches from the first stage are heterogeneous. Some of them may be extracted from tumor sections, some of others may be generated from normal tissue section and others may contain both. A simple but effective way to distinguish them is by clustering based on their phenotypes. Due to the computation concerns, we generate much smaller size ($50 \times 50$) thumbnail images to represent their phenotypes. The features are from concatenating row pixels of the thumbnail images, thus there’re 2,500 dimensions of features. Even that, the features are relatively high for clustering. We employ PCA to reduce the dimension to 50 prior to the K-means clustering process. This step will cluster different patches into several distinguished phenotype groups.

3.1.3 Selecting Clusters

As pointed above, different candidate clusters contain distinguished pattern patches. Those patches may have various prediction power on patients’ survival. To distinguish their predicting power and select the candidate clusters, we train separate deep convolutional survival model (DeepConvSurv) on each cluster. The DeepConvSurv models are trained patch-wise. That is, we assign each patch with the survival label from that patient. Then we train the model with all the patches in the cluster. We select the clusters with predicting accuracy a little bit better than random guess as the base learners in the aggregation step. The architecture of DeepConvSurv is shown in Table 1. The difference between DeepConvSurv and traditional deep models in classification or regression relies at the loss function. The loss function of DeepConvSurv is replaced with Cox model’s loss function (2). The corresponding models of the selected clusters become features generator in the aggregation stage.

3.1.4 Aggregation

Aggregation is the key stage of the framework that outputs patient-wise survival prediction values. This stage can be further divided into two main sub-steps: Generate weighted features and Aggregation.

**Generating Weighted Features** This substep distinguishes our framework with traditional patch-based survival prediction methods to a large extent. We take the proportions of various heterogeneous patterns into consideration. And we solve the problem of various numbers and sizes of WSIs among different patients by unifying the contributions from those WSIs. Here, we show how various patches’ contributions from one patient are unified. From the first stage, patches are extracted based on a fixed area sampling ratio. When keep the patch size fixed, the number of patches extracted are proportional to the WSI’s size for one WSI. The patient’s total number of patches is the sum of all the patches extracted from his/her WSIs. To estimate the weight of separate pattern, we need to count the number of patches in each cluster. Suppose there’re total $n_i$ patches extracted from patient $i$. For each selected cluster, the patient has $n_{ij}$ patches in cluster $j$. Then the contribution of cluster $j$ to the patients survival prediction can be calculated as:

$$w_{ij} = \frac{n_{ij}}{n_i}, \quad i \in \{1, ..., N\}, j \in \{1, ..., J\},$$

(3)

where $N$ is the number of patients, $J$ is the number of selected clusters and $w_{ij}$ is the weight for cluster $j$ in patient $i$. Since each patient may have different numbers of patches in a selected cluster, the features for that patient in the selected
where $x_{ij}$ is the output features in cluster $j$ for patient $i$. It can be either the prediction risks from each cluster or the output of FC layer in the DeepConvSurv. $K$ is the number of patches for patient $i$ in cluster $j$. By randomly sampling and setting a large enough sampling ratio, the weights for survival correlated patches can be estimated well for a patient.

**Aggregation** After generating patient-wise weighted features, the last step is aggregating those features to make a final survival prediction. As pointed above, separate patches lack ability of representing patients’ holistic information. It is needed to integrate them to better predict patients’ survival. In this problem, from extensive experiments on three different cancer datasets, the simple Cox model with Lasso [23] can predict survivals very well based on the weighted features. The reasons are: 1) because the sample size is relatively small, simple model will not easily be overfitted; 2) if the features are highly related to the survival labels, simple model will work well. In WSISA, the prediction model can also be easily changed to other state-of-the-arts models, such as random survival forests [9]. The algorithm for WSISA is shown in algorithm 1. It shows the general procedure of WSISA and will not include the details like splitting the training, validation and testing sets.

### 3.2. Solving the Small Sample Data Problem

The proposed WSISA solves the problem of small sample data in survival prediction with WSIs by splitting the task into two parts: the estimation of patch-wise risks and the aggregation of patch-wise risks into patients’ risks. In training the separate patch-wise DeepConvSurv models, we have relatively large samples. The input of DeepConvSurv is $512 \times 512 \times 3$. After getting the features from selected clusters, the aggregation task becomes simple. Thus the small sample data problem in this task is solved appropriately.

### 4. Experiments

In this section, we will first describe the datasets used in our experiments and then demonstrate the performances of different methods.

#### 4.1. Dataset Description

We focus on lung and brain cancer in our study and used three public cancer survival datasets with high resolution whole slide pathological images, The National Lung Screening Trial (NLST) [21] and The Cancer Genome Atlas (TCGA). TCGA project [11] can provide large-scale molecular profiling data and pathological images for each patient. NLST is a very large lung cancer dataset collected by the National Cancer Institute’s Division of Cancer Prevention (DCP) and Division of Cancer Treatment and Diagnosis (DCTD).

We conducted experiments on two cancer subtypes of brain and lung cancer in TCGA: glioblastoma multiforme (GBM) and lung squamous cell carcinoma (LUSC). We adopted a core sample set from UT MD Anderson Cancer Center [30] in which each sample has information for the overall survival time, pathological images and molecular data related to gene expression. The numbers of WSIs and patients in each dataset are shown in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#patients</th>
<th>TCGA-LUSC</th>
<th>TCGA-GBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLST</td>
<td>404</td>
<td>121</td>
<td>126</td>
</tr>
<tr>
<td>#WSIs</td>
<td>1104</td>
<td>485</td>
<td>255</td>
</tr>
<tr>
<td>#patches</td>
<td>67834</td>
<td>70738</td>
<td>60623</td>
</tr>
<tr>
<td>#valid patches</td>
<td>41303</td>
<td>24387</td>
<td>27551</td>
</tr>
</tbody>
</table>
4.2. Comparison methods and Evaluation Metric

To analyze pathological images in comparison survival models, we have annotations that locate the tumor regions in whole slide images (WSIs) with the help of pathologists. We calculated hand-crafted features using CellProfiler [4] which serves as a state-of-the-art medical image feature extracting and quantitative analysis tool. Motivated by recent work [28, 32], a total of 1,795 quantitative features were calculated from each image tile. These types of image features include cell shape, size, texture of the cells and nuclei, as well as the distribution of pixel intensity in the cells and nuclei.

We compare our framework with seven popular state-of-the-art survival models. They are classified into five categories:

- **Regularized Cox models**: The Cox proportional hazards model [5] is the most commonly used semiparametric model in survival analysis. The $l_1$-norm (LASSO-Cox) [23] and elastic-net penalized Cox (EN-Cox) models [26] are used in this paper.

- **Parametric censored regression models**: This type of survival models formulates the joint probability of the uncensored and censored instances as a product of death density function and survival functions, respectively. The likelihood function can be defined by combining these two components [10]. We choose Weibull, Logistic distribution to approximate the survival data.

- **Random survival forests**: Random survival forests (RSF) improves the survival prediction performance by ensembling base learning trees [9].

- **Boosting concordance index (BoostCI)**: It is an approach where the concordance index metric is modified to an equivalent smoothed criterion using the sigmoid function [15].

- **Multi-task learning models**: We compared our method with recent “Multi-Task Learning model for Survival Analysis” (MTLSA) [14] which reformulates the survival model into a multi-task learning problem.

WSISA is the proposed framework that can make survival prediction from patients’ all WSIs. Since the choices of survival models in aggregation stage are multiple, we try all the above state-of-the-art methods to fully compare our framework with the traditional ways.

To evaluate the performances in survival prediction, we take the concordance index (C-index) as our evaluation metric [7]. The C-index quantifies the ranking quality of rankings and is calculated as follows:

$$ c = \frac{1}{n} \sum_{i \in \{1...N|d_i=1\}} \sum_{s_j > s_i} I[X_i \hat{\beta} > X_j \hat{\beta}] $$

where $n$ is the number of comparable pairs, $I[\cdot]$ is the indicator function and $s_i$ is the actual observation. The value of C-index ranges from 0 to 1. The larger CI value means the better prediction performance of the model and vice versa. 0 is the worst condition, 1 is the best and 0.5 is the value as a random guess.

4.3. Implementation details

The source codes of MTLSA are downloaded from the authors’ website1. All other methods in our comparisons were implemented in R. LASSO-Cox and EN-Cox are built using the cocktail function from the fastcox package [26]. RSF is from the randomForestSRC package [9]. The implementation of BoostCI can be found in the supplementary materials of [15]. The parametric censored regression models are from the survival package [22].

We set 80% of the patients as training set and the left 20% as testing set. From the training set, we split 25% of them as the validation set. All the sets are split stratified by the ratio of censored data.

4.4. Results and Discussions

4.4.1 Sampling Patches

We extract patches of size 512 x 512 from WSIs. To capture detailed information of the images, those patches are extracted from 20X (0.5 microns per pixel) objective magnifications. This step generates numerous heterogeneous patches from one patient. Among them some are survival related and some are not. Even some of them are the background patches (mostly white). Table 2 gives the statistics on the extracted patches from three datasets. In TCGA-LUSC and TCGA-GBM datasets, over 54% of the original patches are background patches. In NLST dataset, there’re about 38% are background patches. The background patches are easily filtered out according to the variance of pixel values.

4.4.2 Clustering and Selecting Clusters

During the experiments, we cluster patches into 10 groups in each dataset. Part of the clustering results can be found in Fig. 3. From Fig. 3, we can see the heterogeneity among each cluster. Their patterns are different. For the cluster selection, we set the threshold of patch-wise prediction C-index as 0.5. That is if the model predicts better than random guess, it is selected. The patches surrounded by red

---

1https://github.com/yanlirock/MTLSA
4.4.3 Predicting Survival

As pointed out before, the features used to train aggregation model in WSISA can either be the output risk from each DeepConvSurv or the FC layer (the layer before output layer) values in each DeepConvSurv. In this paper, we choose FC layer values for NLST and output risks for both TCGA-LUSC and TCGA-GBM. It is based on the sample sizes of the datasets. There are two benefits to aggregate the risks: 1) if the sample sizes in datasets with histopathological images are much smaller, high dimension features with small training sample will not fit a good prediction model. The dimension of output risks equals to the number of selected clusters, which is much smaller than the training data size; 2) the output weighted risks of one cluster can partly estimate the patients’ survival. Thus it can be used as features in aggregation stage due to the high level survival information it may contain. However, due to NLST has relatively larger number of samples compared to TCGA datasets, we feed the features from FC layer to train the aggregation model.

Table 3 presents the C-index values by various survival regression methods on three datasets. The C-index value serves as a standard evaluation metric in survival analysis [20]. It shows the prediction power of different survival models. From Table 3, two groups of experiments are conducted on two different types of features (ROI-based features and WSISA holistic features). In ROI-based experiments, the patients’ features are extracted from ROI patches. If one patient has more than one ROI in his/her WSIs, we sample one patch from each ROI and then average the features extracted from them. The dimension of those features is 1,795. WSISA provides a way to represent the holistic information of one patient. The features in WSISA are concatenated from selected clusters by weighting them first.

From Table 3, the best performance is achieved by WSISA based methods in each dataset. For NLST and TCGA-LUSC datasets, the best results are achieved by simple Cox based models. The improvement in NLST by WSISA can even be over 15% compared to the best performance achieved by ROI-based methods. The reason why simple Cox based models work is due to the good representative ability of features from WSISA. ROI based models perform generally not well due to three reasons: 1) the limitation of local information provided by the patches extracted from the ROI; 2) the non-effective way to learn the heterogeneous features from the patches; and 3) the small sample available to train the model.

The results also show only the patches from ROIs can not provide enough information for survival prediction. And the proposed WSISA is good at estimating the patient’s survival with the information provided by WSIs not just from ROIs. Thus WSISA is good at finding the survival related patterns and making a better prediction on patient’s survival from small sample datasets. What’s more, it does not need the annotations on histopathological images, which will make it more practical in real applications.

4.4.4 Discussion

From the extensive experiments on three datasets, the patches selected by WSISA are discriminative and the aggregation results on predicting patients’ survival are better. Thus the main contribution of this paper are as follows:
Table 3. Performance comparison of the proposed methods and other existing related methods using C-index values on three datasets. The larger C-index value is better. The results highlighted with red bold show the best performance in those datasets. The results highlighted with black bold indicate the features that can generate better C-index values with specific methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>NLST</th>
<th></th>
<th>TCGA-LUSC</th>
<th></th>
<th>TCGA-GBM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROI-based</td>
<td>WSISA</td>
<td>ROI-based</td>
<td>WSISA</td>
<td>ROI-based</td>
<td>WSISA</td>
</tr>
<tr>
<td>LASSO-Cox [23]</td>
<td>0.503</td>
<td><strong>0.703</strong></td>
<td>0.540</td>
<td><strong>0.638</strong></td>
<td>0.440</td>
<td><strong>0.600</strong></td>
</tr>
<tr>
<td>En-Cox [26]</td>
<td>0.502</td>
<td><strong>0.703</strong></td>
<td>0.613</td>
<td><strong>0.638</strong></td>
<td>0.440</td>
<td><strong>0.603</strong></td>
</tr>
<tr>
<td>Cox-Log [10]</td>
<td>0.466</td>
<td>0.440</td>
<td><strong>0.548</strong></td>
<td>0.397</td>
<td>0.504</td>
<td><strong>0.645</strong></td>
</tr>
<tr>
<td>Cox-Weiibull [10]</td>
<td>0.480</td>
<td>0.295</td>
<td>0.491</td>
<td>0.388</td>
<td>0.384</td>
<td>0.400</td>
</tr>
<tr>
<td>RSF [9]</td>
<td>0.485</td>
<td><strong>0.595</strong></td>
<td>0.347</td>
<td><strong>0.578</strong></td>
<td><strong>0.560</strong></td>
<td>0.518</td>
</tr>
<tr>
<td>BoostCI [15]</td>
<td>0.511</td>
<td><strong>0.610</strong></td>
<td>0.339</td>
<td>0.273</td>
<td>0.507</td>
<td><strong>0.510</strong></td>
</tr>
<tr>
<td>MTLSA [14]</td>
<td>0.609</td>
<td><strong>0.680</strong></td>
<td>0.536</td>
<td><strong>0.603</strong></td>
<td><strong>0.571</strong></td>
<td>0.510</td>
</tr>
</tbody>
</table>

- WSISA is for the first time being developed to make survival prediction based on whole slide histopathological images. What’s more, it is annotation free, which will make it close to the real applications.
- We solve the problem of training deep survival models on small sample datasets as a by-product in WSISA. The framework provides large number of training samples by clustering numerous candidate patches from patients’ whole slides.
- The developed WSISA can catch the holistic information of one patient regardless of the number and size of whole slide histopathological images the patient provides. This distinguishes to all the ROI based methods and make the performance of WSISA improve a lot.
- Extensive experiments on three datasets and two types of cancers are conducted to make our conclusion more concrete.

However, there are still some open problems needed to be solved in our future work. To make WSISA work well, it is needed to extract hundreds to thousands patches from one patient, which will definitely take much disk space. Thus it is valuable to explore a way to reduce the disk space consumption. The selected clusters may contain certain phenotypes that related to specific disease. The discovery of those phenotypes will be significantly meaningful.

5. Conclusion

We presented a whole slide histopathological images-based survival analysis framework (WSISA) which can directly learn discriminative and survival-related patterns from patients’ gigapixel images. Compared to existing patch-based survival models, the developed framework can handle various numbers and sizes whole slide histopathological images among different patients. It can learn holistic information of the patient and achieve much better performance compared to the ROI patch based methods. The proposed framework can also be applied to other tasks based on the whole slide histopathological images like tumor grade estimation. In the future, we will explore more ways to optimize the training process so that it scales up to the large scale histopathological datasets with other types of cancers.
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